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Kurzfassung

In dieser Dissertation wird die Produktion eines einzelnen Top-Quarks in Verbindung mit
einem Higgs-Boson (tH) im H — ~v-Zerfallskanal bei /s = 13 TeV am ATLAS-Experiment
untersucht. Neben der Produktion eines Higgs-Bosons in Verbindung mit einem Top-Quark-
Paar (ttH) ermoglicht die tH-Produktion eine direkte Messung der Yukawa-Kopplung des
Top-Quarks Y;. Aufgrund einer destruktiven Interferenz in der t H-Produktion ist dieser Prozess
zusétzlich sensitiv auf negative Werte des Kopplungsstérken-Modifikators k; = Y;/ YtS M " welcher
Abweichungen vom erwarteten Wert im Standardmodell (SM) Y, beschreibt. In der hier
vorgestellten Messung der t¢H-+tH-Produktion im H — yvy-Kanal mit einem Datensatz von
36.1fb~! wurden am ATLAS-Experiment erstmals optimierte ¢t H-Kategorien beriicksichtigt.
Die gemessene Signalstirke fiir die t£H+tH-Produktion stimmt mit der SM-Erwartung iiberein
und es wurde kein Hinweis auf ein negatives Vorzeichen von k; gefunden.

Die Produktion eines Higgs-Bosons in Verbindung mit zusétzlichen b-jets (H+b-jets) ist ein
wichtiger Untergrund fiir hadronische tH- und ¢t H-Endzustédnde. Dieser Untergrund ist mit
einer groflen systematischen Unsicherheit verbunden, da nicht bekannt ist wie zutreffend die
Vorhersagen aus Monte-Carlo-Simulationen sind. Eine Messung des differentiellen Wirkungs-
querschnittes (WQ) der Anzahl von b-jets, Npjets, fiir inklusive Higgs-Boson-Produktion im
H — yvy-Zerfallskanal mit einem Datensatz von 79.8fb~! wird prisentiert. Der dominante
Beitrag fiir Ereignisse mit Npjets = 1 resultiert dabei aus der H+b-jets-Produktion. Der
gemessene WQ fiir Npjeis = 1 stimmt innerhalb der Unsicherheiten mit der Monte-Carlo-
Vorhersage tiberein. Zusétzlich wird ein Ansatz zur Erhohung der Sensitivitat auf H-+b-jets
prasentiert, der auf einer Trennung von H+b-jets und dem nicht-resonanten Untergrund mittels
multivariater Analysemethoden basiert.

Abstract

In this thesis, the production of a single top quark in association with a Higgs boson (tH) is
studied at /s = 13TeV in the H — v decay channel at the ATLAS experiment. Similar
to the production of a Higgs boson in association with a top-antitop quark pair (ttH), tH
production allows for a direct measurement of the Yukawa coupling, Y;, of the top quark. Due
to a destructive interference in tH production, it also provides sensitivity to negative values of
the coupling strength modifier x; = Y;/Y;™ | which describes deviations from the Standard
Model (SM) expectation Y;™. For the first time at the ATLAS experiment, dedicated tH
categories are included in the measurement of top-quark-associated Higgs boson production
in the H — ~v channel, using 36.1fb~! of data. The measured signal strength for ttH+tH
production agrees with the SM expectation and no hint for a negative sign of x; was found.

An important background for hadronic t¢tH and tH final states in the H — v channel is the
production of a Higgs boson in association with additional b-jets (H+b-jets). This background
is associated with a large systematic uncertainty, as the accuracy of the prediction from Monte
Carlo (MC) simulations is not known. A measurement of the differential cross section of the
number of b-jets, Ny jets, for inclusive Higgs boson production in the H — 7y decay channel
using 79.8fb~! of ATLAS data is presented. The measured cross section for Npjets = 1, with
the dominant contribution resulting from H+b-jets production, is in agreement with the MC
expectation within the uncertainties. Additionally, an approach to improve the sensitivity
to H+b-jets is presented, which is based on multivariate analysis techniques to discriminate
between H+b-jets and the non-resonant background.
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Preamble

The measurements presented in this thesis were performed in collaborative work within the
ATLAS experiment. Due to the complexity of these measurements, the final results include
contributions from several members of the ATLAS collaboration. My specific contributions to
the different measurements are listed in the following:

For the measurement of t£H production in the H — ~~ channel using 13.3fb~! of ATLAS
data [1], I worked on the development and validation of a strategy to derive a background
model in the ttH categories, based on data-driven background templates. Based on this
strategy, I derived the background model and the associated systematic uncertainty for
the ttH categories.

For the measurement of ttH-+tH production in the H — v channel using 36.1fb~! of
ATLAS data [2], I worked on the development of an analysis strategy for a measurement
of tH production and the optimization of the tH categories, which are the first dedicated
tH categories that were considered in an ATLAS measurement. In addition, I derived the
background model and the associated systematic uncertainty for both, the ttH and tH
categories.

For the measurement of t#H(H — ~v) production using 79.8fb~1 of ATLAS data [3],
which contributed to the observation of ttH production at the ATLAS experiment, I
derived the background model and the associated systematic uncertainty for the ttH
categories.

For the differential cross section measurement of Ny jes in the H — 7y decay channel
using 79.8fb~! of ATLAS data [4], I performed sensitivity studies for a first measurement
of Higgs boson production in association with additional b-jets in the H — ~~ channel
and developed an analysis strategy. I worked on the choice of binning for the Ny jets
distribution and the definition of the event selection on reconstruction and particle level.
Furthermore, I performed the signal extraction fit for the different Ny _jes bins and derived
the unfolding uncertainty due to the parton shower modeling.

I performed a measurement of the tight photon ID efficiency with the Matrix Method
using 79.8 fb~! of ATLAS data, which is based on the previous measurements performed
in Run 1 [5] and Run 2 [6].
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Chapter 1

Introduction

With the observation of the Higgs boson in 2012 (7, 8], the important, by then, unresolved
question of the origin of mass of the elementary particles in the Standard Model (SM) of particle
physics was answered. The elementary particles, which are the constituents of matter in our
universe, and their interactions are described by the SM. Although the SM has been very
successful in predicting the experimental outcome of numerous particle physics experiments, a
few questions remain unanswered until now. Among these are the integration of the gravitational
force into the SM, the matter-antimatter asymmetry in our universe, the origin of dark matter [9]
and dark energy [10, 11] and the hierarchy problem [12]. The Higgs boson was predicted by
Peter Higgs, Francois Englert and Robert Brout in 1964 as part of the Higgs mechanism [13-15].
In their theory, the Higgs boson is an excitation of the Higgs field, whose interaction with
elementary particles during electroweak symmetry breaking gives mass to these particles. After
many decades of searching for the Higgs boson, the observation of a particle with properties
consistent with those predicted by Higgs, Englert and Brout and a mass of mpy = 125.09 GeV [16]
at the Large Hadron Collider (LHC) was one of the greatest achievements of the LHC and the
ATLAS and CMS experiments. This was the confirmation of the theory by Higgs, Englert and
Brout!, for which Higgs and Englert were granted the Nobel prize in 2013 [17].

After its observation, the measurement of the properties of the Higgs boson became one of the
main goals of the ATLAS and CMS experiments. The production of Higgs bosons at the LHC
mainly occurs via the fusion of two gluons (ggH ), hence, this production process allows for
the most precise measurements of the properties of the Higgs boson until now. As the Higgs
boson does not directly couple to massless particles, like gluons or photons, processes like ggH
production and the Higgs boson decay into two photons (H — 7+) are only possible through
loop diagrams involving vector bosons or heavy quarks. For this reason, ggH production and
the H — 77 decay channel allow for the indirect measurement of the Higgs boson’s coupling to
the particles involved in the loops. For the direct measurement of these couplings, more rare
processes need to be investigated, which makes these measurements challenging.

The production of the Higgs boson in association with top quarks, which is studied in this thesis,
is one example for these rare processes. As the top quark is the most massive fundamental
particle in the SM, it exhibits special properties by which it can be easily discriminated from
the other quarks. It was observed first at the Tevatron in 1995 [18] and precision measurements
of its properties are another important field of research at the LHC. Due to its large mass,
the top quark decays before any hadronization processes occur, which offers the possibility to
reconstruct the top quark from its decay products. The top quark almost exclusively decays

!Brout passed away in 2011, shortly before the discovery of the Higgs boson.



Chapter 1 Introduction

into a b quark and a W boson. In contrast, the lighter quarks underlie hadronization processes
and are measured as bundles of particles in the ATLAS detector, so-called jets. Dedicated
algorithms are developed in order to tag jets originating from b quarks, whose identification is
an important ingredient for measurements involving top quarks. In the SM, the coupling of the
Higgs boson to fermions is predicted to be proportional to their mass. As a consequence, the
top quark is expected to have a large coupling to the Higgs boson. Therefore, the measurement
of the Yukawa coupling between the top quark and the Higgs boson, Y;, is of major interest,
as deviations from the SM expectation might give hints to new physics. Measurements of the
cross section of ggH production in the H — 7 decay channel [4] provide no indication for a
deviation of Y; from the SM expectation. However, in order to make a complete statement about
Y, a direct measurement of this quantity is necessary, as yet unknown particles, predicted by
Beyond the Standard Model (BSM) theories, might contribute to the loops in ggH production
and the H — v decay.

There are two processes at the LHC which allow for the direct measurement of Y;. One of these
processes is the production of the Higgs boson in association with a top quark pair via the strong
interaction (ttH). This process was recently observed at the ATLAS and CMS experiments for
the first time [3, 19]. The second process which is sensitive to Y; is the production of a single
top quark in association with a Higgs boson (tH). As this process occurs via the electroweak
interaction it is more rare than t¢H production. In tH production, the Higgs boson can not
only be radiated off the top quark but also off the W boson from the production. In the SM,
there is a destructive interference of these two processes which gives sensitivity to the relative
sign between Y; and the coupling of the W boson to the Higgs boson. Deviations of Y; from
the SM prediction, including a negative sign of Y; which cannot be excluded by measurements
of ttH production alone, would lead to a strong increase of the tH production cross section.
This is a unique property of tH production, which makes it an interesting process to study
despite its small cross section. A measurement of Higgs boson properties in the H — ~~ decay
channel was performed using a dataset corresponding to 36.1fb~!, collected by the ATLAS
detector in 2015 and 2016 [2]. In this measurement, dedicated tH categories were included for
the first time. A combined measurement of top-quark-associated Higgs boson production was
performed including a reinterpretation of the results in terms of Y;. The optimization of the
tH categories and the development of an alternative strategy for choosing a background model
in categories with a small number of expected events were performed as part of this thesis.

The dominant uncertainty in the measurement of top-quark-associated Higgs boson production
in the H — ~~ decay channel is the statistical uncertainty, as the cross sections of ttH and
tH production are comparably small, as well as the branching ratio of the Higgs boson decay
into two photons, which amounts to 0.227% [20]. Nevertheless, one of the main systematic
uncertainties for final states without leptons, so-called hadronic final states, originates from a
background which has not been measured so far. This background is referred to as H+b-jets and
is composed of H — ~~ events with additional b-jets in the final state. The main contribution
to this background arises from ggH production with additional b quarks in the final state,
which can e.g. be produced through the splitting of radiated gluons.

The H+b-jets background is usually estimated using Monte Carlo (MC) simulations, but the
accuracy of the MC prediction for this kind of background, where the additional jets mostly
originate from the parton shower, is not known. Similar measurements of processes with
additional b-jets in the final state, such as ¢t + b(b) production [21, 22], observed discrepancies
between MC predictions and data. Therefore, a conservative uncertainty of 100% on the
H+b-jets background was assumed for several measurements of hadronic final states in the



H — ~7v decay channel. For future measurements with larger datasets, the statistical uncertainty
will decrease and a more sophisticated approach for estimating the uncertainty on the H+b-
jets background will be needed. A first attempt to constrain the H-b-jets background was
performed with the 2015-2017 dataset corresponding to 79.8 fb~!, by measuring the differential
cross section of the number of b-jets, Np jets, for hadronic final states in the H — 7 channel [4],
and is presented in this thesis. The sensitivity of this measurement is limited by the large
contribution of the non-resonant background. Therefore, an alternative approach is presented
which aims to increase the sensitivity to H+b-jets by discriminating the Higgs boson signal
from the non-resonant background based on multivariate analysis (MVA) techniques.

Although the Higgs boson decay into two photons is one of the most rare decay channels, it bene-
fits from the precise measurement of the photon energy by the ATLAS detector. Additionally,
it is characterized by relatively low backgrounds, as the two photons originating from the Higgs
boson decay have a high transverse energy due to the large mass of the Higgs boson. Their
invariant mass, m,, can be measured as a narrow peak around the mass of the Higgs boson
above the falling spectrum of the non-resonant background, which originates from photons
which are not produced during a Higgs boson decay. To summarize, it is one of the most
promising Higgs boson decay channels and contributed significantly to the observation of the
Higgs boson in 2012.

In order to precisely measure photons with the ATLAS detector and to reduce the background
from objects which are misidentified as photons, information from the electromagnetic (EM)
calorimeter and the Inner Detector (InDet) is exploited. Specific isolation requirements are
applied to make sure that the photons are separated from hadronic signatures and hence do
not originate from photons inside a jet (e.g. from 7° — 47 decays). In addition, requirements
on the shape of the shower induced in the EM calorimeter are applied to further reduce
the contribution of hadronic fakes. A set of tight photon identification (ID) requirements is
defined, which is applied in measurements targeting final states with photons at the ATLAS
experiment to improve the signal-to-background ratio. A measurement of the efficiency of this
tight photon ID requirements with the so-called Matrix Method is presented, which is used to
derive correction factors to account for differences between the tight ID efficiencies measured in
data and predicted by MC simulations.

This thesis is organized as follows: First, Chapter 2 gives a brief overview of the SM and the
properties of the top quark and the Higgs boson. Then, the experimental setup is described
in Chapter 3, which includes a description of the LHC and the ATLAS experiment. In the
following Chapters 4 and 5, the considered dataset and MC simulations are described and the
reconstruction and selection of the different objects is explained. In particular, the requirements
for the tight photon ID requirements are explained, leading to the description of the tight
photon ID efficiency measurement with the Matrix Method in Chapter 6. The analysis strategy
for measurements in the H — ~ decay channel is explained in Chapter 7 and the associated
selection of diphoton candidate events is briefly described in Chapter 8. Finally, the different
measurements of Higgs boson properties in the H — <7 decay channel are described: In
Chapter 9, the combined search for tH and ttH production is presented, Chapter 10 describes
the differential cross section measurement of the Ny jes distribution as an approach to constrain
the H+b-jets background and in Chapter 11 the alternative MVA-based approach is explained.
A summary and discussion of the results obtained in this thesis is presented in Chapter 12.






Chapter 2

The Higgs boson & the top quark in the Standard
Model

2.1 A brief overview of the Standard Model

The Standard Model of particle physics (SM) is the theoretical model representing the current
state of knowledge which describes the interactions between the elementary particles via
three of the four fundamental forces. In the SM, the phenomena observed in particle physics
are described based on quantum field theory. It is a very successful theory as it provided
accurate predictions for a huge number of particle physics experiments. The SM describes
the interactions between different types of elementary particles: the fermions, which represent
matter particles, and bosons, which are mediators of the fundamental forces. Furthermore, the
SM includes the description of the Higgs boson, which is a remnant of electroweak symmetry
breaking, representing the mechanism which generates the masses of the elementary particles.
Figure 2.1 gives a schematic overview of the fundamental particles described by the SM and
their properties’.

In the following, first a brief overview of the SM, including the fundamental interactions and the
matter particles, is given. The properties of the heaviest particle in the SM, the top quark, are
discussed in more detail. In addition, the Higgs mechanism and the properties of the associated
Higgs boson, in particular its production, decay and coupling to other particles, are described.
Finally, processes which are sensitive to the coupling between the top quark and the Higgs
boson are discussed and a framework to parameterize the cross sections of these processes by
means of coupling strength modifiers is introduced.

2.1.1 Fundamental interactions and gauge bosons

The SM is a relativistic, renormalizable quantum field theory in which the fundamental
interactions are described as gauge fields under the SU(3)c x SU(2)r, x U(1)y symmetry group
and the fermions are introduced as spinor fields. The Lagrangian density of the SM describes
the free states of the fundamental particles and their interactions based on the quantum
fields of fermions 1, the different gauge bosons and the Higgs field ¢. The mathematical
description of the SM contains three of the four fundamental interactions observed in nature:
the electromagnetic (EM), the strong and the weak interaction. Each of these interactions

"Throughout this thesis, natural units with i = ¢ = 1 are commonly used, thus energies, momenta and masses
are given in units of electronvolts (¢V). Similarly, times and distances can be expressed in terms of $
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Figure 2.1: A schematic overview of the matter particles and the gauge bosons which are
described by the SM. The most recent values for the masses of the particles are taken from
Ref. [23], whereas the masses of the top quark and the Higgs boson are taken from Refs. [16,
24]. Additionally, the electric charge, the spin and the third component of the weak isospin I5
are shown for each particle.

is described through the exchange of gauge bosons, which couple to particles with distinct
quantum numbers. Depending on the type of interaction, the gauge bosons may couple to
matter particles or also other bosons. The fundamental interactions exhibit characteristic,
energy dependent coupling strengths, which are referred to as running coupling constants.
However, the SM does not include a description of the gravitational force as its formulation
within quantum field theory did not succeed until now. The inclusion of gravity into the SM
would involve a new hypothetical gauge boson, the graviton, which has not been observed so
far. However, the recent observation of gravitational waves allowed to set limits on the mass of
the hypothetical graviton [25]. Due to its small coupling to elementary particles, the absence of
gravity in the SM is assumed to not significantly affect the validity of its predictions.

The strong interaction is described by Quantum Chromodynamics (QCD) [26-28] based on
the SU(3)¢c symmetry. It describes interactions between particles carrying a color charge and
is mediated by gluons (g), which appear in 8 configurations. The color charge can adopt the
three states red, green and blue. Gluons are massless and electrically uncharged bosons with
spin 0, which themselves carry a color and an anti-color, enabling gluon self-interactions. The
coupling constant of QCD interactions, ay, is highly energy dependent. Two important effects
of QCD, the confinement and asymptotic freedom, are consequences of the behavior of a. The
coupling constant increases for large distances and is small for short distances. Similarly, the
coupling constant gets smaller for increasing energy scales, while it increases for smaller energy
scales. Due to the confinement, color-charged particles (quarks and gluons) are not observed as
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free particles in nature and only appear in color-neutral bound states. For increasing distances
between color-charged particles, as becomes large so that additional color-charged particles
are produced through vacuum fluctuations to adopt an energetically lower state. On the other
hand, at short distances the coupling constant becomes small and color-charged particles are
considered to be asymptotically free.

The EM interaction, which acts on electrically charged particles, is described by Quantum
Electrodynamics (QED) based on the U(1)e, symmetry [29]. It is mediated by the photon (v),
which couples to the electric charge. The photon itself is a massless and electrically uncharged
boson with spin 1. The weak interaction is mediated by the W bosons? with charge + 1e
and the neutral Z boson, which couple to the weak isospin. The W and Z bosons are the only
massive gauge bosons in the SM. They interact with fermions either through charged currents,
which involve W bosons and represent the only interaction being able to cause transitions
between the different quark and lepton flavors, or neutral currents, which are induced by
the Z boson. Similar to QCD, self-interactions of the gauge bosons are possible in the weak
interaction. The currents of the weak interaction are characterized by their V-A (vector minus
axial-vector) structure. As a consequence, only left-handed fermions and right-handed anti-
fermions participate in the weak interaction, leading to a violation of the charge conjugation
and parity symmetries.

The weak and the EM interaction can be unified into the electroweak (EW) interaction [30-32],
based on the combined SU(2)r x U(1)y symmetry. In the EW theory, the gauge fields of the
SU(2)r component are described by massless vector fields W (a = 1,2,3) which couple to
the weak isospin, while the massless gauge field of the U(1)y component is defined as B, and
relates to the weak hypercharge. The weak hypercharge Y = 2(Q — I3) is defined based on the
electric charge ) and the third component of the weak isospin /3. In the EW theory, the W
bosons acquire their masses through interactions with the Higgs field during EW symmetry
breaking, as explained in Section 2.2. The physical W, Z and v bosons, which are observed in
nature, are finally produced through mixing of the W and B,, gauge fields. As a consequence
of the mixing, the coupling of the Z boson is also characterized by a component relating to the
electric charge.

2.1.2 Matter particles

The matter in our universe is built up of fermions (f), which can be separated into two kinds
of particles: quarks (¢) and leptons (¢). The matter particles have a spin of % and appear in
three generations, which are characterized by increasing masses. Only the lightest fermions in
the SM are stable particles. Among these are the up (u) and down (d) quark, which are the
constituents of protons and neutrons and represent the first quark generation, and electrons,
which e.g. appear in atomic orbitals. The fermions described in this section are accompanied
by their anti-particles®, which are characterized by the same mass and spin, but opposite sign
additive quantum numbers, such as the electric charge, the weak isospin or flavor quantum
numbers.

In general, quarks appear in six flavors. In addition to the v and d quarks, the second quark
generation includes the charm (c) and strange (s) quark, while the third generation contains

2For simplicity reasons, the notation W boson refers to both, the W' and W~ bosons.
3 An antiparticle of a fermion f is usually denoted as f. Unless specified otherwise, in this thesis the notation f
refers to both, the particle and the antiparticle.
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the top (¢) and the bottom (b) quark. The quark generations are each composed of an up-type
and a down-type quark, carrying an electric charge of 2/3 e and —1/3 e, respectively. In the
SM, left-handed quarks build up weak isospin doublets (u,d’)r, (¢, s') and (¢,b') with a
third component of the weak isospin I3 of —i—% and —%, respectively, whereas the right-handed
components are singlets with I3 = 0. Transitions between the different quark flavors can occur
through the exchange of a W boson, where the transition probabilities are described by the
unitary Cabibbo-Kobayashi-Maskawa (CKM) matrix [33, 34]. The weak eigenstates (d’, s, )
are interpreted as a mixture of the mass eigenstates (d, s,b):

d/ Vud Vus Vub d
sl = Vea Ves Vo || s (2.1)
s Via Vis Vw b

The elements of the CKM matrix, V;;, describe the probability of the transition of a quark
with flavor ¢ into a quark with flavor j. Hence, the diagonal elements V4, V.s and V;;, describe
the transition between quark states within the same generation. These diagonal elements are
close to unity, while the off-diagonal elements, describing the transition between different quark
generations, are comparably small.

In contrast to leptons, quarks are color-charged particles which underlie QCD interactions and
are not observed as free particles in nature. Due to the confinement, quarks build color-neutral
bound states which are referred to as hadrons. These hadrons are in general either composed of
three quarks with different color charge (ggq or Ggq) or a quark and an anti-quark (¢q) carrying
a color and the respective anti-color. These hadrons are referred to as baryons and mesons,
respectively. The proton is a baryon and is composed of the valence quarks uud, which are
bound through the exchange of gluons. Additional quarks, so-called sea quarks, can be produced
by the splitting of gluons inside the proton. Hence, the constituents of the proton include not
only the valence quarks, which define its quantum numbers, but also sea quarks and gluons,
which are collectively referred to as partons. Once a free quark is produced, e.g. through high
energy collisions, it underlies hadronization processes and forms color-neutral bound states.
Hence, experimentally quarks can only be measured as bundles of particles originating from
the hadronization process, so-called jets.

The three lepton generations are each composed of a fermion with charge —1 e, which includes
electrons (e), muons (u) and tau leptons (7), and an associated uncharged neutrino, v, v,
and v;. Left-handed leptons form doublets (ve,e™)r, (Vu, 7)1 and (v, 77)p with I3 = £3,
respectively, while the right-handed components are singlets eg, ur, 7r- There are no right-
handed neutrinos in the SM. Leptons carry no color charge and hence, do not interact via the
strong interaction. Furthermore, neutrinos only interact via the weak interaction as they do
not carry an electric charge. Therefore, neutrino interactions with other particles are rare,
which makes their measurement challenging. In the SM, neutrinos are considered to be massless
particles, however, the observation of neutrino oscillations [35, 36] has proven that their masses
must be different from zero. Similar to the CKM matrix, the mixing of the neutrino states
is described by the Pontecorvo-Maki-Nakagawa-Sakata matrix [37, 38]. The masses of the
neutrinos have not been measured so far, but experimental boundaries predict these to be very
small.
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2.2 The Higgs mechanism

Although the W and Z bosons of the weak interaction were experimentally proven to exhibit a
mass, the Lagrangian density of the EW interaction does not allow for direct mass terms of the
gauge bosons. Hence, the Higgs mechanism [13-15], describing the generation of the W and Z
boson masses through EW symmetry breaking induced by the Higgs field, was introduced to
resolve this inconsistency in the SM. The observation of the Higgs boson in 2012 [7, 8], which
represents an excitation of the Higgs field, provided a proof of the Higgs mechanism. A brief
description of the Higgs mechanism is given in the following.

>
—= = = —— Circle of minima
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Figure 2.2: Illustration of the potential of the Higgs field which induces EW symmetry
breaking [39].

The SU(2)r, x U(1)y symmetry of the EW interaction can be broken by introducing a new
complex scalar field of the group SU(2)r, which is referred to as the Higgs field:

o) = (%) 22)

The Lagrangian density of the Higgs field is defined as

Ltiggs = (Du9) (D) — V(9), (2.3)
based on a kinetic term and the potential V(¢). The kinetic term is defined based on the

covariant derivative of the SU(2)r x U(1)y symmetry group, which introduces couplings between
the Higgs field and the gauge fields W and By, of the EW theory:

A
Du¢ = (0, + §g0 Wu + Qg/YBM)q[), (2.4)

with the derivative d,, the Pauli matrices 0% and the weak hypercharge Y, which is 1 for the
Higgs field. Furthermore, the parameters g and ¢’ describe the couplings of the SU(2), and
the U(1)y component, respectively. The potential of the Higgs field is given by

V() = 1*(670) + A(@10)® (A >0), (2.5)
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where the parameters 1 and A\ determine the shape of the potential. For u? < 0, the potential
has a characteristic shape, which is often referred to as “Mexican hat potential”, with an infinite
number of minima as illustrated in Figure 2.2. In this scenario, the symmetry is spontaneously
broken if one of the ground states of the potential is adopted. The shape of the potential results
in an expectation value of the Higgs field which is different from zero:

pr v

(¢) = Ton V2 (2.6)

where v describes the vacuum expectation value of 246 GeV of the Higgs field. The Higgs field
can then be defined by introducing an excitation H(x) around the vacuum expectation value

0= 75 (o 1) 27

where H can be identified with the Higgs boson. After EW symmetry breaking, three mass terms
proportional to the vacuum expectation of the Higgs field can be identified in the Lagrangian
density. Through mixing of the gauge fields W and B,,, the gauge bosons of the weak and EM
interaction can be redefined as

1
W* = —_(WFw?), 2.8
\/5( + W?) (2.8)

Z = cos 0, W? — sin 0, B, (2.9)
v = sin 0, W3 + cos 0, B, (2.10)

where the parameter 6, is defined as the weak mixing angle. The masses of the W and Z
bosons, which are related through cos 6,, = my /myz, are then given by:

2,2 22,2

gf , my = W (2.11)
Thus, the overall gauge symmetry of the SM, which is given by SU(3)c x SU(2)r x U(1)y, is
broken into SU(3)c X U(1)em. As the U(1)em, and the SU(3)c gauge symmetries are conserved,
their gauge bosons, the photons and gluons, remain massless particles. An additional result
of the EW symmetry breaking is the existence of a new particle, the Higgs boson, with a
mass of my = v2 . Finally, the fermions in the SM are also given their masses through a
Yukawa coupling term between the fermion fields ¢) and the Higgs field, which is defined by the
Lagrangian density

3y =

’UYf - Yf
LYukawa - \/Q ¢¢ \/§
with Yy = \/Q% describing the Yukawa coupling. While the first term can be identified with
the fermion masses of my, = vY} / ﬂ, the second term describes the interactions between the
Higgs boson and fermions via the Yukawa coupling. Hence, the origin of the masses of fermions
and the massive gauge bosons in the SM can be described through the existence of the Higgs
field and the mechanism of EW symmetry breaking.

Hnp, (2.12)
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2.3 Properties of the top quark

The top quark is the elementary particle with the largest mass in the SM and exhibits some
special properties in comparison to the lighter quarks. The mass of the top quark has been
measured to be my = 173.34 £ 0.76 GeV [24], which is more than a factor 40 greater than the
mass of the second heaviest quark, the b quark. Top quarks are produced through different
processes at the Large Hadron Collider (LHC). The dominant production occurs via QCD
interactions based on ¢q and gg initial states, as illustrated in Figure 2.3a) for a gg initial
state, producing pairs of top and anti-top quarks (¢¢). In addition, top quarks can be produced
singly through the EW interaction, based on the exchange of a W boson. The single top quark
production is possible through three processes: the t-channel, the Wt-channel and the s-channel
production. The respective Feynman diagrams are shown in Figures 2.3b) - d), respectively.
These processes are characterized by smaller cross sections compared to tt production, due to
the underlying EW interaction. Among the three channels, the single top t-channel production
is the dominant process, followed by Wt- and s-channel production, whose cross sections
are approximately a factor 3 and 20 smaller than the t-channel cross section [40-42]. The
different single top quark production processes were measured at the ATLAS experiment with
significances of at least 30 [43-45] and no deviations from the SM predictions were observed.

e d q g 9909000000 B ¢ a ¢
A W A W
L S Cb | Wooq b
a) b) c) d)

Figure 2.3: Example leading order Feynman diagrams?* of the different top quark production
processes at the LHC: a) top-antitop quark pair production and single top quark production
b) in the t-channel, c) in association with a W boson and d) in the s-channel.

In contrast to the other quarks, which can only be measured as jets at the ATLAS experiment,
the top quark can be indirectly measured from its decay products. The top quark has a very
short lifetime due to its large mass, leading to its decay before hadronization processes may
arise. Due to the structure of the CKM matrix, the top quark almost exclusively decays into a
b quark and a W boson, as shown in Figure 2.4. The W boson further decays into a pair of
quarks (¢q') or a charged lepton and its neutrino (fv;). The respective branching fractions are
BR(W — q7') =~ 2 and BR(W — (i) ~ .

/

l,q

t Ve, q

Figure 2.4: Feynman diagram of the most likely decay of the top quark and the subsequent
decay of the W boson.

4The Feynman diagrams in this thesis were created with the TikZ-Feynman package [46]. The z-axis of the
diagrams corresponds to the time axis. Anti-particles are illustrated as particles moving backward in time.

11
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Another consequence of the large mass of the top quark is its large Yukawa coupling. The top
quark is expected to be the fermion with the largest Yukawa coupling to the Higgs boson in
the SM. Hence, the measurement of the Yukawa coupling of the top quark, Y;, is an important
test of the consistency of the Higgs boson measured at the LHC and the SM predictions. The
general properties of the Higgs boson and the top-quark-associated Higgs boson production,
which allows for a direct measurement of Y;, are discussed in the following sections.

2.4 The Higgs boson

As explained in Section 2.2, the existence of the Higgs boson is believed to be a consequence
of EW symmetry breaking. A brief overview of the properties of the Higgs boson and its
production and decay mechanisms is given in the following.

2.4.1 Properties of the Higgs boson

The Higgs boson (H) is a spin 0 particle which carries neither an electric charge nor a color
charge. Theoretically, its mass is given by mg = v/2Av, where A can be identified with the
self-coupling parameter of the Higgs boson. No theoretical prediction for the mass of the Higgs
boson exists, as A and v are free parameters in the SM. Experimentally, the mass of the Higgs
boson has been measured by the ATLAS and CMS experiments at the LHC based on H — ~~
and H — ZZ* — 44 final states, using the datasets collected at /s = 7TeV and 8 TeV. The
measured mass of the Higgs boson yields my = 125.09 + 0.21 (stat.) £ 0.11 (syst.) GeV [16].

The Higgs boson couples only to massive particles with a coupling that is proportional to the
mass or the squared mass of these particles. Hence, it couples most strongly to heavy particles
like the W and the Z boson and the third generation quarks. In addition, it does also couple
to itself via trilinear and quartic self-couplings. The interactions between the Higgs boson and
fermions f, vector bosons V and itself can be described by the Lagrangian density

L= —guspf fH + 2 g3 S 4 Vv (v H + PHECH?) (213)

with V=W or Z, 6y = 1 and §z = 1/2. The parameters gp;; describe the coupling of the
Higgs boson to particles of type i. The couplings to fermions gp s is proportional to the mass
of the fermion m, whereas the couplings to vector bosons, gyyv and gypvy, or itself, gypn
and ggpgpH, are proportional to the squared mass m%, or qu The different couplings are

given by:

2 2m2

y JHHVV = 20 YHHH =

m 2m 3m

2 2
3m
ngfZTfagHVV: —z

B gunmn = > (2.14)

The parameter gp s is related to the Yukawa coupling Yy through a factor V2. As the top
quark is the heaviest elementary particle in the SM, it is predicted to have a large Yukawa
coupling of ¥; &~ 1 in the SM.

12
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2.4.2 Higgs boson production processes at the LHC

The Higgs boson can be produced through different processes at the LHC involving initial states
with quarks and gluons. The main production processes are gluon-gluon fusion (ggH ), vector
boson fusion (VBF) and W- or Z-boson-associated production (WH and ZH). The cross
sections of the different processes depend on the center-of-mass energy /s of the proton-proton
collisions. An overview of the cross sections for the different Higgs production processes as a
function of /s is given in Figure 2.5.
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Figure 2.5: SM Higgs boson production cross sections [20] as a function of /s, calculated at
different orders in QCD with different order EW corrections applied.

The ggH production provides the highest cross section and proceeds via loops, as the Higgs
boson does not directly couple to the massless gluons. The respective Feynman diagram is
shown in Figure 2.6a). Due to the mass dependency of the Higgs boson’s coupling to fermions,
the loop process most likely includes top quarks. Hence, the ggH process is sensitive to Y;
and allows for an indirect measurements of the coupling. At lowest order, the Higgs boson
is produced without additional final state particles in ggH production. However, additional
quarks in the final state may arise e.g. due to initial and final state radiation, as studied in the
H+b-jets measurement.

The VBF production provides the second highest cross section, followed by WH and ZH
production. In VBF production, two vector bosons are radiated off the initial state quarks and
produce a Higgs boson in association with two quarks, as shown in Figure 2.6b). In W H and
Z H production, a single vector boson is produced and the Higgs boson is radiated off the vector
boson. The dominant contribution to ZH production arises from initial states with quarks, but
a minor contribution originates from gg — ZH production, which is possible through loop and
box diagrams. Example Feynman diagrams are shown in Figures 2.6¢) and d), respectively.

More rare processes are the Higgs boson production in association with a top quark pair (¢£H)
or a pair of b quarks (bbH ), shown in Figure 2.6¢), or in association with a single top quark (tH),
which is discussed in more detail in Section 2.4.4. The additional contribution of Higgs boson
pair production, which is possible either via box diagrams or the Higgs boson self coupling, is
neglected due to its very small cross section. The evolution of the cross section as a function of
/s, illustrated in Figure 2.5, shows that especially the Higgs boson production in association
with top quarks benefits from the increase of the center-of-mass energy from /s = 8 TeV to

13
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Vs = 13 TeV at the LHC. The cross section of ttH and tH production increases by a factor of
approximately 4, in contrast to a factor of approximately 2 for the other Higgs boson production
processes.

a’/q
g q'/q W/Z
£ q W/Z
f q W/Z
g
a’/q

Figure 2.6: Example leading order Feynman diagrams for the different Higgs boson production
processes at the LHC: a) gluon-gluon fusion (ggH ), b) vector boson fusion (VBF'),c) WH /ZH
production, d) gg — ZH production, e) ttH and bbH production.

2.4.3 Decay channels

The Higgs boson is an unstable particle with a lifetime of approximately 10722 s and provides a
large variety of decay channels. The respective branching ratios depend on the strength of the
Higgs boson’s coupling to the final state particles, therefore final states with heavy particles are
favored over final states with light or massless particles. Hence, the dominant decay channels
are H — bb and H — WW, as the Higgs boson mass is not high enough to produce a t pair.
Other possible final states are gg, ZZ, 77, c¢, vy, Z7v and pp. An overview of the different
decay channels and their branching ratios as a function of the Higgs boson mass is given in
Figure 2.7a). The considered H — 77 decay channel is one of the most rare decay channels
with a branching ratio of BR(H — ~vvy) = 0.227% for my = 125.09 GeV [20]. Similar to ggH
production, the decay into massless particles is only possible through loops. These loops involve
W bosons and heavy quarks, mainly top quarks, as shown in Figure 2.7b).

2.4.4 Top-quark-associated Higgs boson production

The Yukawa coupling of the Higgs boson to the top quark Y; is an important property of
the Higgs boson, as the top quark is the heaviest particle in the SM. Hence, its measurement
is essential to test whether the properties of the discovered Higgs boson are consistent with
those predicted by the SM. The coupling Y; can be directly measured through the associated
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Figure 2.7: a) Branching ratios of the different Higgs boson decay channels as a function of m g
[20], b) example Feynman diagrams of the H — 7 decay involving W bosons or fermions f.

production of the Higgs boson and a top quark. Similar to the SM top quark production
mechanisms described in Section 2.3, the Higgs boson can be produced in association with a
top-antitop quark pair (¢£H) or in association with a single top quark (¢H). There are two
main contributions to tH production: the t-channel production (tHjb) and the Wt-associated
production (WtH). Another small contribution, which is neglected due to its small cross
section, arises from the s-channel production. As there is a destructive interference for tH
production in the SM and due the fact that it only occurs via EW processes, the cross section
of the dominant t-channel contribution is about a factor 7 smaller than the cross section of tt H
production, which occurs via the strong interaction. In Figure 2.8, the Feynman diagrams for
ttH, tHjb and WtH production are shown.

g Q9099990 —P>—aP>— t g Q990999 —»—— t

Figure 2.8: Example tree level Feynman diagrams for the interference of a) t-channel tH
production (tHjb) and b) Wit-associated Higgs boson production (WtH). An example
Feynman diagram for t¢H production is shown in ¢). The vertices which are sensitive to Y;
and ggww are highlighted in red and blue, respectively.
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Figure 2.9: Cross sections of t#H and tH production and the H — v branching ratio as
a function of k; for /s = 13TeV, divided by the respective SM expectations. The SM
expectation corresponds to k; = 1, where the tH cross section has a minimum due to the
destructive interference in the SM. The k; parameterization for the tH cross section is based
on Refs. [20, 47], while for Br(H — 77) the parameterization is taken from Ref. [48].

Whereas ttH production is only sensitive to the magnitude of Y;, tH production also provides
sensitivity to the relative sign of Y; and the coupling of the Higgs boson to W bosons, grww .
As shown in Figure 2.8, the Higgs boson in tH production can be radiated off the top quark,
giving sensitivity to Y;, but it can also be radiated off the W boson, which gives sensitivity
to ggww. In the SM, these two contributions interfere destructively leading to the small
cross section of tH production. A coupling strength modifier x; can be introduced to describe
deviations of Y; from the SM expectation: Y; = k; X }QSM . These deviations from the SM
prediction would result in an increase of the tH production cross section. A special case is a
Yukawa coupling with a negative sign with respect to the SM expectation, described by k; = —1,
which would highly increase the tH cross section, while not affecting the ttH production cross
section. In Figure 2.9, the dependence on k; of the ttH and tH cross sections and the H — v~
branching ratio is shown.

In addition to t¢H and tH production, also measurements of ggH production and the H — v~
decay provide an indirect proof of the magnitude of Y;, as they involve loop diagrams with
top quarks. However, these indirect measurements have the disadvantage that there could
be additional, yet unknown, contributions to the loop diagrams from particles predicted by
Beyond the Standard Model (BSM) theories, which would alter the conclusions concerning Y;.
Nevertheless, the dependency of the ggH cross section and the H — ~7 branching ratio on r;
needs to be considered when measuring Y;. The cross sections of t H and ttH production can be
parameterized using the minimal parameterization model as suggested in Ref. [48], in order to
make a statement about k. Various coupling strength modifiers £ are defined, which are used
to describe deviations from the SM expectation for all relevant processes. The model is based
on the parameterization of the cross section of a process i, including the H — ~~ branching
ratio, in the narrow width approximation:

oi(R) - T7(R)

o(i = H — ~y) = T

(2.15)

The parameter I'7(g) corresponds to the partial width of the Higgs boson decay into two
photons and I'; to the total width of the Higgs boson. The advantage of this model is that no
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parameters are fixed to their SM expectations and no assumptions are made about possible BSM
contributions. The loops in ggH production and the H — ~v decay are treated as unresolved
loops and effective coupling strength modifiers /@3 = 0g9H/0ggH,sMm and KE/ =T/ I’E\/[ are
defined, where the SM expectations are denoted by SM. The total width of the Higgs boson is
parameterized using Ky = 'y /I s, thereby considering possible yet unknown BSM decays
of the Higgs boson. Additional coupling strength modifiers are defined for the coupling of the
Higgs boson to top quarks, k¢, and the coupling to vector bosons, xy. Based on these coupling
strength modifiers, three couplings strength modifier ratios are defined which can be used
to fully describe the relevant processes. The parameter 4, describes the effective couplings
strengths of ggH production and the H — v decay, while Ay, and A\yy are defined based on

ky and k; and the effective coupling strength modifier xg:

Kgy = Py Avg = /Tg and Ay = H—g. (2.16)

The cross sections for ttH and tH production, including the H — v branching ratio, can be
expressed based on these couplings strength modifiers and their ratios. The t¢H cross section is
proportional to the squares of kg, and Ag:

_ K
o(ttH) - Br(H — vvy) T = g2 N (2.17)

In contrast, the tH cross section is parameterized using all three couplings strength modifier
ratios, K¢y, Atg and Ayy, and a negative interference term occurs:

2 2 2
(c1kf + c2ky, — c3kikv) - K2

o(tH) - Br(H — vy) (2.18)

2
K

x (clx\fg + 02)\%/9 — 3 \gAvg) - /@52” (2.19)

The parameters ¢; describe the relative contributions to tH production resulting from the
coupling of the Higgs boson to top quarks and W bosons, respectively, and the interference
term. These depend on the center-of-mass energy and the considered ¢tH production process.

By using this parameterization, statements about the compatibility between data and the
SM predictions of the Higgs boson’s coupling to the top quark, vector bosons and the loop
contributions in ggH production and the H — v+ decay can be made at the same time. The
optimized tH categories presented in this thesis provide sensitivity to negative signs of A4, as
described in Chapter 9.
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Chapter 3

The LHC and the ATLAS experiment

As explained in the previous chapter, most of the elementary particles are unstable or appear
only in bound states. In order to study the properties of elementary particles and their
interactions, these are produced in particle collisions at high energies. Protons are accelerated
at the LHC to almost the speed of light and brought to collision at center-of-mass energies
of up to /s = 13TeV. The ATLAS detector, which is composed of several subdetectors, is
designed to precisely measure the particles produced during these collisions. In the following,
the acceleration of protons at the LHC and the detection of the different types of particles at
the ATLAS detector are described.

3.1 The Large Hadron Collider

The LHC (Large Hadron Collider) [49] is a circular particle accelerator with a circumference
of about 27km, thus being the largest particle accelerator which has been built so far. It is
located at the European Centre of Nuclear Research (CERN) in Geneva. The LHC was built
during 1998-2008. One of the main motivations for building the LHC was to reach high enough
center-of-mass energies, /s, to be able to observe the, by then undiscovered, Higgs boson.

At the LHC, two proton beams are accelerated in opposite directions in a tunnel, which is
approximately 100 m underground. The protons are accelerated inside evacuated beam pipes
in order to avoid interactions with molecules in the air. The pressure in the beam pipes is
about 107!3 atm, which corresponds to an ultrahigh vacuum. In order to keep the protons
in a collimated beam and to deflect the beam on the circuit of the LHC, a large number of
superconducting magnets is installed over the whole range of the LHC. The magnets are cooled
down to 1.9 K using liquid helium. Different types of magnets are used for different purposes.
Dipole magnets are used to bend the beams on the circuit, while quadrupole, sextupole, octupole
and decapole magnets are used to focus the proton beams and correct the beam position. The
protons are accelerated by passing through eight radiofrequency cavities per beam, which are
operated at 400 MHz. The cavities are based on superconductivity and they are hence operated
at low temperatures of about 4.5 K.

The protons are passed through different pre-accelerators before being injected into the LHC.
As a first step, they enter the linear accelerator LINAC2, where the protons reach an energy of
about 50 MeV. Then, the PS BOOSTER further increases the energy of the protons to 1.4 GeV.
The following steps of the acceleration chain involve the Proton Synchrotron (PS) and the Super
Proton Synchrotron (SPS) accelerators, where energies of 25 GeV and 450 GeV are reached,
respectively. The protons with an energy of 450 GeV are finally injected into the LHC. The
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Figure 3.1: An illustration of the CERN accelerator complex [50].

LHC accelerator complex, including the pre-acceleration chain, is illustrated in Figure 3.1. The
highest energy at which the LHC was operated so far amounts to 6.5 TeV per proton beam,
resulting in a center-of-mass energy of /s = 13 TeV. The protons are accelerated in bunches of
10" particles with a bunch spacing of 25 ns, which can be directly translated into a frequency
of 40 MHz at which the proton bunches are brought to collision. The large number of bunch
crossings per second increases the probability to measure a hard scattering process during the
proton-proton (pp) interactions.

The proton bunches are brought to collision at four interaction points. At each of them, an
experiment is located which is focused on a particular field of research. Among these, there are
the two multi-purpose detectors CMS and ATLAS, which are designed to efficiently measure
all different kinds of particles in order to cover a broad range of measurements. These include
the measurement of the Higgs boson and its properties, precision measurements of several SM
parameters, as well as searches for BSM physics. These two experiments exhibit a similar
structure and were built with the intention of providing independent measurements in order
to confirm each other’s results. In addition, there is the LHCb experiment, which focuses
on precision measurements of B-hadrons in order to investigate CP violation to explain the
matter-antimatter symmetry in the universe. Finally, the ALICE experiment focuses on the
production and investigation of the quark-gluon plasma, which is expected to represent the
state of the universe shortly after the Big Bang. For this purpose, special heavy ion runs are
performed in which primarily lead ions are accelerated and brought to collision.

Different periods of data-taking were performed since the first pp collisions in 2010. The LHC
started to operate with /s = 7TeV in 2010, which was increased to /s = 8 TeV in 2012. In
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2011 and 2012, datasets corresponding to integrated luminosities of 4.5fb~! and 20.3fb~! were
collected, respectively. This data-taking period is referred to as Run 1 and was followed by
a technical stop, which lasted until 2015. In 2015, the Run 2 of data-taking started with an
increased /s of 13 TeV. The data-taking of Run 2 ended in 2018 with a total amount of data
corresponding to 139fb~!. The operation of the LHC during Run 2 was very successful and
the design luminosity of the LHC of 103 cm™2s7! was exceeded several times. After another
technical stop, the Run 3 data-taking is planned to take place from 2021-2023 before upgrading
the LHC to the High-Luminosity LHC (HL-LHC) [51]. In Figure 3.2a), the integrated luminosity
provided by the LHC and measured with the ATLAS detector is shown for Run 2. In addition,
the amount of data fulfilling certain quality requirements, which is used for physics analyses,
is shown. The peak luminosity per fill of the LHC during the 2018 data-taking is shown in
Figure 3.2b).
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Figure 3.2: a) Integrated luminosities provided by the LHC and recorded by the ATLAS
detector during the Run 2 data-taking period [52], b) peak luminosity per fill during the 2018
data-taking period [53].

3.2 The ATLAS experiment

The ATLAS detector [54] is a multipurpose detector, which is located at one of the interaction
points at the LHC. It has a cylindrical shape with a length of 46 m and a diameter of 25m.
The ATLAS detector is composed of different subdetectors, which are arranged symmetrically
around the interaction point. The innermost detectors are dedicated to precisely measuring the
tracks of charged particles that are produced in the pp collisions. A calorimeter system is used
to measure the energy of electrons, photons and hadrons. The outermost part of the ATLAS
detector is the Muon Spectrometer, which measures the tracks of muons as these are the only
elementary particles, besides neutrinos, which are not stopped inside the calorimeters. Magnets
are used to bend the trajectories of charged particles, thereby allowing to measure the sign of
their electric charge and their momentum. Finally, in order to handle the large amount of data
which is produced by the ATLAS detector, the Trigger and Data Acquisition system is used
to decide which events are saved for data analysis. An overview of the ATLAS detector and
its components is given in Figure 3.3. The structure of the different detector components is
explained in more detail in the following sections.
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Figure 3.3: An overview of the different components of the ATLAS detector [54].

The coordinate system of the ATLAS detector is arranged so that it has its origin at the
interaction point. The z-axis is parallel to the beam pipe, while the z-axis points to the centre
of the LHC and the y-axis is directed upwards. The x-y plane describes the plane transverse to
the beam axis and is used to define several observables. Due to its geometry, the ATLAS detector
is usually described by using cylindrical coordinates with ¢ describing the azimuthal angle and
0 describing the polar angle. The pseudorapidity 7, which is defined as n = —Intan(0/2), is
commonly used as a measure for the polar angle. While = 0 corresponds to the direction
transverse to the beam pipe with 6 = 90°, n = oo corresponds to the direction of the beam
pipe with # = 0°. Angular distances in the z-y plane are defined by AR = /An? + A¢2. At a
hadron collider, the absolute momentum of the interacting particles is not known, but its x
and y components are known to be zero. Products from the hard scattering process are often
characterized by a large momentum perpendicular to the beam axis, pp. In addition, due to
momentum conservation, the sum of transverse momenta of the products of a collision are
expected to be zero, which allows to define observables like the sum of transverse momenta
> pr = - EMisS that provides a measure for the presence of undetected particles.

3.2.1 The Inner Detector

The Inner Detector (InDet) is the part of the detector which is closest to the interaction point
and provides the highest granularity. It precisely measures the tracks of charged particles in the
region |n|< 2.5 and allows for the reconstruction of interaction vertices. The central solenoid
magnet, which surrounds the InDet, generates a 2T field inside the detector, which deflects
charged particles. Hence, the momentum and the sign of the electric charge of a particle can be
reconstructed from the curvature of the measured track. The momentum resolution decreases
for particles with high momentum, as their tracks are less curved. The InDet is composed of
three subdetectors: The innermost Pixel detector and the surrounding Semiconductor Tracker

22



3.2 The ATLAS experiment

(SCT) are precision tracking chambers, while the outermost Transition Radiation Tracker (TRT)
has a lower granularity but provides a large number of measurements per particle. Figure 3.4
gives an overview of the composition of the InDet and the distance to the beam pipe of the
different subdetectors in the central region.

Pixel Detector

The Pixel detector is the innermost subdetector of the InDet, with a distance of 33.25 mm
to 122.5mm to the beam pipe, and it provides the highest granularity. It is composed of a
cylindrical barrel in the most central region and two end-caps, similar to the other components
of the InDet. The Pixel detector has four layers in the barrel region, each of them providing
one measurement for a traversing particle, while the end-caps are each composed of three
disks. It is a semiconductor detector which is composed of silicon detectors with a typical size
of 50 x 400 pm? and has a total number of approximately 80 million read-out channels. The
general functioning of these types of detectors is based on semiconductors with a p- and a
n-doped region. This structure generates a depletion zone between the two regions and the
behavior of the semiconductor is similar to a diode. By applying a voltage in reverse direction,
the size of the depletion zone is increased. A traversing ionizing particle produces electron-hole
pairs in the depletion zone and the electrons and holes are then attracted to the anode or
cathode, respectively, where a current can be measured.
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Figure 3.4: An illustration of the distance of the different detector components of the InDet
to the beam pipe in the barrel region [55], including the IBL, which was installed during the
technical stop between Run 1 and Run 2.

The innermost layer of the Pixel detector is the Insertable B-Layer (IBL) [56]. It is a relatively
new component of the detector and was only installed during the shut-down between Run 1
and Run 2. The main motivation for the installation of the IBL were the inefficiencies in the
previous innermost layer of the Pixel detector, the B-layer, whose information is in particular
important for vertex reconstruction and a precise measurement of impact parameters. Impact
parameters describe the closest approach of tracks to the primary vertex, where the hard
scattering process took place, and are an important input to algorithms which are optimized to
identify jets originating from b quarks.
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Semiconductor Tracker

The SCT is an additional semiconductor detector, which is placed around the Pixel detector
and is composed of silicon microstrips. Its distance to the beam pipe ranges from 299 mm to
514mm in the barrel region. The barrel is composed of four layers, while the two end-caps are
each composed of 9 disks. The silicon detectors have a size of 6.36 x 6.4 cm? and consist of 768
strips with a pitch of 80 um. These detectors are used to build 12.8 cm long strips by connecting
two pairs of detectors back-to-back at an angle of 40 mrad, allowing for measurements in R-¢
and z direction. The SCT modules result in a surface of ~ 61 m? of silicon detectors and have
about 6.3 million read-out channels. Typically, the SCT provides 8 measurements per track
resulting in four measurements of space points.

Transition Radiation Tracker

The TRT is the outermost part of the InDet with a distance of 554 mm to 1082 mm to the beam
pipe in the barrel region and is composed of polypropylene straw drift tubes with a diameter
of 4mm. The drift tubes are filled with a xenon-based gas mixture!. The anodes inside the
drift tubes are tungsten wires, which allow for the measurement of electrons that are produced
through ionization processes by traversing particles. In the barrel region, the TRT is composed
of 73 straw planes, in which the straw tubes are arranged parallel to the beam axis. In the
end-caps, there are 160 straw planes, which are ordered radially around the beam axis, thereby
forming a wheel. The TRT exhibits about 351000 read-out channels. The number of measured
hits per track is about 36 and therefore large compared to the precision trackers.

In addition, the TRT provides information about the type of particle which traverses the
detector. As the name indicates, the TRT measures the transition radiation which is produced
by charged relativistic particles passing a boundary layer of two materials with a different
absolute permittivity. As electrons are lighter than hadrons, it is possible to distinguish between
the two types of particles. The emerging transition radiation photons are absorbed by the gas
mixture causing specific signals, which allow the distinction between photons originating from
transition radiation and the ionization of a traversing particle.

3.2.2 The calorimeter system

The calorimeter system of the ATLAS detector is composed of two parts: the EM calorimeter
and the hadronic calorimeter. The aim of the calorimeters is to measure the energy of particles
by inducing particle showers through interactions with a material with a high density. For
electrons and photons, these showers are produced through bremsstrahlung and pair production,
while several different processes are involved in the development of hadronic showers. Both
calorimeters are so-called sampling calorimeters with alternating layers of an active detector
material and an absorber material. The incoming particles are supposed to deposit their whole
energy inside the calorimeter. While the EM calorimeter is designed to absorb electrons and
photons in order to identify these EM interacting particles, hadrons are not stopped inside the
EM calorimeter but only inside the hadronic calorimeter. The properties of the showers in the
calorimeter, such as the shower width, can be used to define additional criteria to distinguish
between the different types of particles.

!The xenon gas mixture was replaced with argon in some of the TRT layers during 2016 data-taking.
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Electromagnetic calorimeter

The EM calorimeter is a sampling calorimeter, which uses lead absorbers to induce particle
showers of photons and electrons and liquid argon (LAr) as detector material to measure the
energy of the particles originating from the EM shower. It provides a measurement of the
deposited energies in a region |n| < 3.2. The barrel covers the region |n| < 1.475, while the
end-caps provide measurements for 1.375 < |n| < 3.2. The region between the barrel and the
end-caps is usually excluded for the measurement of photons and electrons, as it is characterized
by a large amount of material upstream of the calorimeter. The lead absorber plates and the
kapton electrodes have an accordion shape, as shown in Figure 3.5, which ensures a full coverage
of the EM calorimeter in ¢. The amount of absorber material inside the calorimeter varies as a
function of |n| in order to provide a good energy resolution over the whole range covered by the
calorimeter.
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Figure 3.5: An illustration of the three different layers of the EM calorimeter and the presampler
in the barrel region [54].

The EM calorimeter exhibits a special detector design in the region |n| < 2.5, where tracking
information from the InDet is available. In this region, precision measurements can be performed
for electrons and photons based on a structure of three calorimeter layers with a varying
granularity. In Figure 3.5 the structure of the EM calorimeter in the barrel region is presented.
The first layer is finely segmented in 7 and is composed of strips of a size 0.003 x 0.0245 in
Anx Ag¢ for 0 < |n| < 1.4 and 1.5 < |n| < 2.4. For the remaining 7 regions, a coarser granularity
is chosen. This fine segmentation of the first layer, which is also referred to as the strip layer,
allows to resolve the overlapping showers of photons originating from neutral hadron decays up
to transverse momenta of O(100 GeV). This information is in particular important to suppress
the contributions of hadronic signatures during the photon reconstruction, as explained in
Section 5.1.2. The depth of the first layer corresponds to approximately 4.4 radiation lengths
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Xo at n = 0. The second layer has a coarser granularity with cell sizes of 0.025 x 0.0245 in
An x A¢, but is much thicker with ~ 16 Xy at n = 0. Electrons and photons deposit most of
their energy in this layer. The third layer has an even larger cell size with 0.05 x 0.0245 in
An x A¢. Its depth amounts to ~ 2 Xy at 7 = 0. The main purpose of this layer is to correct
for the leakage of high-energetic EM showers into the hadronic calorimeter. In addition, a
presampler is installed in front of the EM calorimeter in the region |n| < 1.8. The presampler
consists of a thin layer of LAr and is used to correct for energy losses of electrons and photons
upstream of the EM calorimeter due to interactions with the material of the InDet.

Hadronic calorimeter

The main purpose of the hadronic calorimeter is to measure the energy depositions of hadronically
interacting particles, which usually deposit only a small fraction of their energy in the EM
calorimeter. It has a coarser granularity than the EM calorimeter of 0.1 x 0.1 in An x A¢ in
the central region?, which is sufficient for its main purpose of reconstructing jets and measuring
the missing transverse momentum E%liss.

The hadronic calorimeter is composed of steel absorbers and scintillating tiles as active detector
material in the barrel region |n|< 1.7. The scintillator turns into an excited state through
interactions with a traversing charged particle and photons are emitted through the retransition
into the ground state. Wavelength shifting fibres in combination with photomultipliers are used
to read out the signal from the scintillators. The barrel is divided into the central barrel for
In| < 1.0 and two extended barrels for 0.8 < |n| < 1.7, providing space in between for electronics
and service pipes. Both consist of three layers in depth, resulting in a total thickness of 9.2
hadronic interaction lengths at n = 0, including the material of the EM calorimeter. In the
end-cap wheels, the hadronic calorimeter is composed of LAr as active material and copper
absorbers, as the forward region is characterized by increased radiation. The end-caps each
consist of four sampling layers and cover the region 1.5 < |n| < 3.2.

Forward calorimeter

In the region closest to the beam pipe 3.1 < |n|< 4.9, the forward calorimeter (FCal) provides
measurements of the energy depositions of photons, electrons and hadronically interacting
particles. The FCal needs to be able to cope with the high amount of radiation in the forward
region. It is composed of three modules, which use LAr as active material. The first module
provides measurements of EM interacting particles and uses copper absorbers, while the
remaining modules are built of tungsten and are optimized for measurements of hadronically
interacting particles.

3.2.3 The Muon Spectrometer

The outermost part of the ATLAS detector is the Muon Spectrometer (MS), which measures
the tracks of charged particles that are not stopped inside the calorimeter system. The muons
produced during pp collisions at the LHC are minimum-ionizing particles (MIP) and, therefore,
rarely interact with the detector material and produce no showers inside the calorimeter. The
MS is composed of different parts, which on the one hand measure the tracks of muons and on
the other hand provide information to the trigger system. The different parts of the MS are
depicted in Figure 3.6. Overall, the MS covers a range of |n|< 2.7. In the barrel, the muon

2The granularity in the third layer of the barrel is coarser with 0.1 x 0.2, as well as in the region |n| > 1.5,
where it is 0.2 x 0.2.

26



3.2 The ATLAS experiment

chambers are arranged cylindrically around the calorimeter system, while the end-caps consist
of large wheels, which are orthogonal to the beam axis. The superconducting toroid magnets
generate a magnetic field, which bends the trajectories of the muons. Similar to the InDet, this
allows for the measurement of the momentum and the sign of the electric charge of the muons.

Thin-gap chambers (TEC)

P i ! ] Cathode strip chambers (CSC)
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End-cap foroid
Monitored drift tubes (MDT)

Figure 3.6: An illustration of the different parts of the MS [54]: MDTs (|n| < 2.7) and
CSCs (2.0 < |n| < 2.7) are used for precision measurements of the muon tracks, while RPCs
(In| < 1.05) and TGCs (1.05 < |n| < 2.4) are used to provide information to the trigger system.
The superconducting toroid magnets are used to bend the muon trajectories.

The precision muon tracking chambers are composed of Monitored Drift Tubes (MDTSs) in the
region |n|< 2.7, except for the innermost layer in the forward region 2.0 < |n|< 2.7, where
Cathode-Strip Chambers (CSCs) are used. The MDTs are build of three to eight layers of
drift tubes with a diameter of about 30 mm. They are filled with Ar/CO2 gas at a pressure
of 3bar. When crossing the drift tubes, charged ionizing particles produce free electrons and
ions, which are collected at wires with a voltage of about 3000 V. In the forward region, the
tracking chambers need to be able to cope with high particle fluxes. Therefore, CSCs, which
are characterized by a good time resolution and a higher granularity, are used in this region.
The CSCs are multiwire proportional chambers filled with a gas mixture of Ar, CO9 and CFy.
They contain planes of cathodes with a segmentation into strips and anodes wires which are
perpendicular to the cathodes. A traversing muon ionizes the gas, thereby producing avalanches
of electrons, which are collected at the anode wires, whereas the positively charged ionized gas
atoms induce a charge at the cathode. Due to the orthogonal arrangement of the anodes and
cathodes, a measurement of two coordinates is obtained for each traversing particle. An optical
alignment system is used to precisely determine the positions of the MDT chambers and the
CSC strips with respect to each other, as these need to be known to reconstruct the muon
trajectory with a high precision. The information from the alignment system is used to apply
corrections during the offline reconstruction.

In addition, the muon system includes specific trigger chambers, which provide fast tracking
information. Resistive Plate Chambers (RPCs) are used in the barrel region covering |n| < 1.05,
which are built of two parallel resistive plates with an electric field of 4.5kV/mm and a
gas mixture based on CoHsoFy in between. Electrons which are produced through ionization
processes are accelerated towards the plate representing the anode, thereby producing electron
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avalanches. Thin Gap Chambers (TGCs) are used in the end-cap region 1.05 < |n|< 2.4, whose
structure is similar to the multiwire proportional chambers.

3.2.4 Trigger and Data Acquisition system

The amount of data which is collected by the ATLAS detector is too large to be completely
read out and stored. Therefore, the Trigger and Data Acquisition (TDAQ) system [57, 58]
is used to select events with interesting signatures for permanent storage and reject the rest.
Usually, the different types of particles are reconstructed as physics objects using dedicated
algorithms. However, the TDAQ system makes use of simplified reconstruction algorithms,
allowing for fast decisions. In Run 2 of the LHC, the proton bunches were crossed every 25 ns
resulting in an event rate of about 40 MHz, which corresponds to data of the size of ~ 100 Th
per second that would need to be stored. In order to reduce the event rate, a two-level trigger
system is used. The different steps, which are performed by various subsystems before an event
is stored permanently, are illustrated in Figure 3.7.
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Figure 3.7: An illustration of the stucture of the ATLAS TDAQ system [58], which is used
to reduce the event rate provided by the ATLAS detector. Events are processed by the L1
trigger and the HLT to identify interesting events for permanent storage.

First, the hardware-based Level-1 trigger (L1 trigger) rejects events mainly based on information
provided by the calorimeter system and the MS. The initial event rate of 40 MHz is reduced to
100 kHz by the L1 trigger. The decisions of the L1 trigger are taken directly after collecting the
data and are based on simple detector signatures. Based on these, regions of interest (Rols) are
defined by the L1 trigger. For events which pass the L1 trigger, the full information provided
by the different detector components is buffered in the Read-Out-System (ROS). Then, this
information is passed to the software-based High Level Trigger (HLT), which further reduces the
event rate to 1 kHz. The decision by the HLT is based on simplified reconstruction algorithms
for the different types of objects. For that purpose, the Rols defined by the L1 trigger are
passed to the HLT. Finally, if an event is accepted by the HLT, it is saved permanently. For
the offline event reconstruction using the full ATLAS software, events are transferred to the
Tier-0 computing facility.

28



Chapter 4

Analyzed dataset & event simulation

In this chapter, an overview of the properties of the analyzed dataset, collected with the ATLAS
detector, and the generation of simulated events is given. In order to estimate the expected
event yields for the processes of interest, referred to as signal, and contributions from other
processes with a similar final state, referred to as background, Monte Carlo (MC) simulations
are generated to describe the processes predicted by the SM. These MC simulations describe
the kinematics of the different processes and are the basis for the optimization of an analysis.
First, the basic principles of MC simulation at hadron colliders are briefly described, followed
by a more detailed description of the considered MC samples.

4.1 Analyzed datasets

The considered datasets were collected with the ATLAS detector during pp collisions at a center-
of-mass energy of 13 TeV in the years 2015-2016 and 2015-2017 and correspond to integrated
luminosities of 36.1fb~! and 79.8fb~!, respectively. A diphoton trigger was used to select
Higgs boson candidate events, whose requirements are explained in more detail in Chapter 5.
Additionally, data quality requirements are applied to ensure that all detector components
were fully functioning during the data-taking. As the protons are collided in bunches at the
LHC, usually several pp interactions occur in addition to the hard scattering process of interest
during one bunch crossing. These additional pp interactions are referred to as pileup. The LHC
was operated at slightly different conditions during the different years of data-taking, resulting
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Figure 4.1: The average number of interactions per bunch crossing [59] for data collected with
the ATLAS detector during the years 2015, 2016 and 2017.
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in different pileup distributions. In Figure 4.1, the average number of interactions per bunch
crossing is shown for the datasets collected in 2015, 2016 and 2017.

4.2 Basic principles of event simulation at the LHC

The generation of MC samples for processes induced by pp collisions [60] proceeds in different
steps, which are performed by different algorithms. During a pp collision, interactions between
the partons inside the protons occur. These partons are quarks or gluons and their properties
are described by parton distribution functions (PDFs), f(x, @?), which define the probability to
find a parton with a certain momentum =z inside a proton with momentum (). Most interactions
originate from low-energy partons, which are referred to as soft interactions. For the study of
heavy particles, like the top quark or the Higgs boson, hard scattering processes are of interest,
which are characterized by momentum transfers which are large compared to the QCD scale.
As these hard scattering processes usually have much lower cross sections than soft interactions,
MC samples are typically generated for specific processes by defining the initial and final state
particles. In Figure 4.2, the general structure of an event produced during pp collisions is
illustrated. This example shows a ttH event, where the different steps of the MC production
are highlighted in different colors.

Figure 4.2: Tlustration of the structure of an event produced during pp collisions [61]. The
dark green ovals show the protons and the outgoing blue lines represent the initial state
partons. The large red circle shows the hard scattering process and the red lines represent
the generated particles and final state QCD radiation. The small red circles correspond to
the decay vertices of the particles produced during the hard scattering process. The purple
oval shows additional parton-parton interactions. Finally, the light green ovals represent the
hadrons, which are build from all colored objects, and the dark green circles show the decay
chains of unstable hadrons. The yellow lines represent the QED radiation, which can occur at
any stage.
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First of all, the hard scattering process is simulated by using MC event generators, which
calculate the relevant transition matrix elements, describing the transition between the initial
and final state particles. The squared amplitude of the matrix element describes the respective
transition probability. The initial state particles are considered to be partons, which can be
valence quarks, sea quarks or gluons, whose properties are described by PDFs. As the interacting
partons originating from the proton are assumed to be asymptotically free, their interactions
can be described by perturbation theory. In contrast, PDFs cannot be described by perturbative
QCD and need to be approximated from data. In order to calculate the cross section of a
process, an integration of the probability density function, given by the transition matrix
element and the PDFs, over the full phase space needs to be performed, which is approximated
by a random sampling of the phase space using the MC method. The resulting sample of events,
which describes the process of interest, is referred to as MC sample. The transition matrix
element calculation is performed at a fixed order, which is specific for the considered event
generator, based on perturbation theory.

Additional QCD radiation is considered by so-called parton shower algorithms, which provide
an approximation of higher-order corrections. As the initial state particles carry a color charge,
they underlie QCD interactions and gluons can be radiated, which themselves are able to radiate
additional gluons or produce quark-antiquark pairs. The same applies to color-charged particles
which are produced during the hard scattering process, resulting in cascades of partons. The
parton shower algorithms describe the decrease of the momentum transfer scale of the partons,
before hadronization processes become relevant. Similar to QCD radiation, QED radiation can
occur at any stage of the event generation and is handled by similar shower algorithms.

As the colliding protons are composed of several partons, the structure of an event at the LHC
is also characterized by interactions of the remnants of the proton, which do not take part in
the hard scattering process and are referred to as underlying event. Most of these interactions
are soft and cannot be described by perturbative QCD. Instead, specific models are used, whose
parameters are determined from data.

During the evolution of the parton shower, the momentum scale decreases and at a certain
point the confinement of the partons becomes relevant. The colored objects originating from the
parton shower start to form bound states. These hadronization processes cannot be described
by perturbation theory, instead different models can be used to approximate these effects. The
most common models are the string model, as implemented in PYTHIA8 [62], and the cluster
hadronization model, which is used in the HERWIG++ [63—65] and SHERPA [66] showering
programs. The modeling of the parton shower, hadronization and underlying event is usually
handled by a single showering program, as described in the following section, with certain
parameter sets which are tuned to data.

As a last step, the decays of unstable hadrons are simulated. The hadrons which are formed
during the hadronization are mostly not stable on the considered timescales and, therefore, their
decays need to be modeled by specific algorithms. These are based on measurements of hadron
decays and theoretical calculations of the decay amplitudes. In particular, the simulation of the
decays of b- and c-hadrons is important, which is performed by the EVTGEN package [67], as
these play a major role in physics analyses at the LHC.

The simulated events are then passed through a simulation of the detector, as described in
the following section, to transform the generated particles into detector signals. In contrast
to data, information about the originally generated particles is available in MC simulation for
each event, which is referred to as MC truth information.
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4.3 Simulated samples

In the following, the MC samples for the different Higgs boson production processes which
are considered in this thesis are described. For all MC samples, the mass of the Higgs boson
is set to 125 GeV and the width is assumed to be I'y = 4.04 MeV [48]. An overview of the
event generators and showering programs, which are used for the different processes, is given in
Table 4.1. Furthermore, the cross sections, which are used for the normalization of the different
samples, and their order of calculation are shown. The branching ratio of the H — ~v decay,
which is additionally considered for the normalization, amounts to 0.227% [20].

Table 4.1: Summary of the MC samples for the considered Higgs boson production processes
in decreasing order of production cross section o. The cross sections of the different processes
are taken from Ref. [20]. For the t¢H and bbH production processes, different MC samples
were used for the measurements based on the 2015-2016 and the 2015-2017 dataset.

Process Generator Showering o [pb] Order of ¢ calculation
ggH PowHEG NNLOPS  PyTHIAS 4852 N°LO(QCD)+NLO(EW)
VBF PowHEG-Box PYTHIAS 3.78 NNLO(QCD)+NLO(EW)
WH POowHEG-Box PYTHIAS 1.37  NNLO(QCD)+NLO(EW)

q¢ — ZH POWHEG-BOX PyTHia8  0.76 NNLO(QCD)+NLO(EW)
g9 — ZH PowHEG-Box PYTHIAS 0.12 NLO+NLL(QCD)

ttH ~ MG5_AMC@NLO  Pytuia8 051  NLO(QCD)+NLO(EW)
bbH ~ MG5_AMC@NLO  PyrHia8 049  5FS(NNLO)+4FS(NLO)

tHjb MG5_AMCQNLO  PyTHIAS 0.07 5FS(NLO)

WtH  MG5_AMC@GNLO HERwIG++  0.02 5FS(NLO)
Improved MC samples for 2015-2017 analyses

ttH PowHEG-Box PyTHIA8 0.51  NLO(QCD)+NLO(EW)

bbH PowHEG-Box PYTHIAS 0.49  5FS(NNLO)+4FS(NLO)

The t-channel production of a single top quark in association with a Higgs boson, ¢H jb,
is simulated using MG5  AMC@NLO [68] with leading-order (LO) accuracy in QCD. The
sample is produced using the four-flavor scheme (4FS), where the incoming b quark is assumed
to originate from a gluon splitting. In contrast, the five-flavor scheme (5FS) assumes that
the incoming b quark originates directly from the proton. It was shown that the use of the
4FS results in a more accurate description of the kinematics of the process [69]. The CT10
PDF set [70] and the PyYTHIA8 showering algorithm [62], which provides a description of the
parton shower, hadronization and underlying event, are used in combination with the A14 tune
parameter set [71]. The cross section for ¢H jb production is calculated at next-to-leading-order
(NLO) in QCD [72].

For the simulation of Wt-associated production of the Higgs boson, the MG5_ AMCQNLO
event generator and the CT10 PDF set are used to generate events at NLO. In contrast to the
tH jb sample, the 5FS is used. The generator is interfaced to HERWIG++ [63-65] for showering
and hadronization. For the underlying event, the HERWIG++ UEEES parameter set [73] is
used. The sample is normalized to the cross section calculated at NLO in QCD. As the final
state of WtH and ttH production is very similar, an overlap removal between the two samples
is performed using a diagram regularization technique [74].

Different MC samples are used to describe ttH production in the measurements performed with
the 2015-2016 and the 2015-2017 dataset, respectively. For the 2015-2016 dataset, ttH events
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are generated at NLO in QCD using MG5 AMC@NLO and the NNPDF3.0 PDF set [75].
The event generator is interfaced to PYTHIAS for showering, hadronization and underlying
event and the Al14 parameter set is used. The cross section is calculated at NLO in QCD
and EW corrections are applied at NLO [76-79]. For the 2015-2017 dataset, the POWHEG
event generator [80-82] and the PDF4LHC15 PDF set [83] are used instead. In addition, the
PYTHIAS showering program is used with the AZNLO parameter set [84].

Also, the MC sample for bbH production is different for the two analyzed datasets. For data
taken in 2015-2016, bbH production is simulated using MG5 AMC@NLO and the CT10 PDF
set. The event generator is interfaced to PYTHIAS for showering, hadronization and underlying
event. The normalization is based on the calculation of the cross section using the 5FS at
next-to-next-to-leading-order (NNLO) in QCD and the 4FS at NLO in QCD, which are matched
using the Santander scheme [85-87]. The interference with the ggH MC sample is accounted
for. Similar to ttH production, the sample used for the 2015-2017 dataset is generated using
PowHEG and the PDF4LHC15 PDF set.

For ggH production, the POWHEG NNLOPS event generator [88] and the PDF4LHC15 PDF
set are used to generate events at NNLO in QCD. PYTHIA8 and the AZNLO parameter set
are used for showering, hadronization and the underlying event. The cross section for ggH
production is calculated at next-to-next-to-next-to-leading order (N3LO) in QCD with EW
corrections applied at NLO [89-92].

VBF and ZH /W H production through ¢q or gg initial states and the additional contribution
from gg — ZH are generated at NLO in QCD using POWHEG-B0OX [93, 94]. For all samples,
the PDF4LHC15 PDF set and the AZNLO tune are used. The gg — ZH sample only describes
processes without additional partons in the final state, which include box and loop diagrams.
For the simulation of the parton shower PYTHIAS is used, as well as for hadronization and the
underlying event. Cross sections calculated at NNLO in QCD with NLO EW corrections are
used for the normalization of the ZH, W H and VBF samples [95-99]. For the gg — ZH sample,
the cross section is calculated at NLO and next-to-leading-logarithm accuracy in QCD [96,
100].

Furthermore, the pileup distribution observed in data is considered for the simulation of MC
samples in order to obtain a similar distribution of the mean number of interactions per bunch
crossing. The additional interactions are accounted for by simulating inelastic pp interactions
using PYTHIA8 in combination with the MSTW2008L0 PDF set [101] and the A2 parameter
set [102].

For all Higgs boson production MC samples, the simulated events are passed through a full
simulation of the ATLAS detector [103] based on GEANT4 [104], providing a detailed description
of all detector components. After this last simulation step, events from MC samples are treated
similar to data and the same object reconstruction and selection requirements are applied.

Additional MC samples are produced for the dominant v+ component of the continuum
background. These diphoton MC samples are generated using SHERPA at LO, allowing for a
maximum number of two or three real emissions of additional partons. The default underlying
event parameter set and the CT10 PDF set are used. A merging of the generated events and the
SHERPA parton shower [66] is performed using the MEPS@QLO scheme [105]. Due to the much
higher cross section of non-resonant SM diphoton production, an MC sample with large statistics
is needed. Therefore, in contrast to the Higgs boson production samples, a fast parametric
simulation of the ATLAS detector [103] is used instead of a full GEANT4 simulation of the
detector response, as this step of the MC production requires the most computing resources.
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Chapter 5

Object reconstruction and selection

Dedicated algorithms are used for the reconstruction of the different types of physics objects
in the data collected by the ATLAS detector and equally in MC simulations. Different types
of particles exhibit specific signatures in the ATLAS detector, which allow for their precise
identification. These objects are used to select events for an analysis depending on the final
state of interest. The reconstruction of photons is particularly important for measurements
in the H — ~ decay channel and proceeds in different steps, as explained in the following.
In addition, the reconstruction of jets, electrons and muons is explained, as these objects are
relevant for the final states under study. Jets originating from b quarks are of special interest,
both for the measurement of the tH and ttH processes and H-+b-jets, and can be identified
by using dedicated flavor tagging algorithms. Furthermore, the reconstruction of the missing
transverse momentum is explained, as this quantity provides a measure for the presence of
undetected particles.

5.1 Photons

Different approaches are used for the photon reconstruction at the ATLAS experiment, which
are briefly described in the following. Additionally, photon identification, isolation and trigger
requirements are defined in order to efficiently identify photons, while reducing the fraction of
objects misidentified as photons.

5.1.1 Reconstruction algorithms

As the signatures of electrons and photons in the ATLAS detector are very similar, the same
algorithm is used for their reconstruction. After the basic reconstruction, a distinction is made
between electrons, converted and unconverted photons. Unconverted photons are measured only
in the EM calorimeter and have no associated tracks. Converted photons, on the other hand,
interact with the material of the InDet, thereby producing an eTe™ pair. Hence, converted
photons are reconstructed from energy depositions in the EM calorimeter and tracks from
the conversion. Therefore, their signature is similar to those of electrons, which are also
characterized by a track in the InDet which is associated with an energy deposition in the EM
calorimeter.

In general, the reconstruction of photons is based on energy clusters in the EM calorimeter.
These clusters are built from a group of calorimeter cells by using dedicated clustering algorithms.
Different reconstruction algorithms were used for the 2015-2016 and 2015-2017 datasets. For the
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first two years of data-taking in Run 2, the so-called sliding-window [106] clustering algorithm
was used. This algorithm constructs seed clusters in the EM calorimeter based on a rectangular
window with a fixed size, which is located such that it contains a local maximum of the transverse
energy, Ep. The fixed cluster size is defined in order to make a compromise between including
most of the energy deposited by the EM shower and reducing the noise, which increases for
larger cluster sizes. The cluster size is chosen to be An x A¢ = 0.075x0.123 and an energy
threshold of 2.5 GeV is applied to the seed cluster. The final EM cluster is built around the
seed cluster with a size that varies for converted and unconverted photons and depends on the
position of the seed cluster in the detector.
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Figure 5.1: a) Comparison of the EM clusters of an electron built from calorimeter cells using
the sliding-window and the supercluster algorithm. The energy of the uncalibrated EM cluster,
FERaw, is compared to the true energy of the particle generated in MC, Ege,. The z-axis is
defined as the natural logarithm of ERr,y in units of MeV. In b) a comparison of the energy
resolution of converted photons reconstructed with the sliding-window (red curve) and the
new supercluster algorithm (blue curve) is shown [107].

The sliding-window algorithm was replaced by a dynamic, topological cell clustering ap-
proach [108] for data taken in 2015-2017. Topoclusters [109], which are based on patterns
of calorimeter cell significances, are also used for the reconstruction of jets, as explained in
more detail in Section 5.4. Small modifications were implemented to the algorithm for building
topoclusters based on information from the EM calorimeter only. First, seed clusters are selected
by iterating over the topological clusters, starting with the highest-pr-cluster, and imposing
requirements on the minimum energy of the cluster and the presence of InDet tracks in the case
of electrons. For each seed cluster, a search for satellite clusters with a lower pr is performed.
For photons, the satellite clusters are required to be within a window of An x A¢ = 0.075 x
0.125 around the barycenter of the seed cluster, whereas for electrons a slightly larger window
is considered. The satellite clusters need to fulfill additional requirements based on InDet
information, like the presence of matched tracks or conversion vertices, to distinguish between
electrons and photons when building the clusters. Finally, superclusters are constructed based
on the selected seed clusters and the associated satellite clusters. A limitation of the cluster size
in |n| direction is applied, restricting the cluster size to 3 cells in 7 direction in the barrel and 5
cells in the end-caps. Using dynamic clusters with a variable size improves the energy resolution
for electrons and converted photons, as e.g. losses due to bremsstrahlung in the InDet are
considered. Moreover, combined superclusters can be defined by merging the clusters of eTe™
pairs produced by a photon conversion. A comparison of EM clusters that are built using the
sliding-window and the supercluster algorithm is shown in Figure 5.1a) for electrons. Additional
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cells in |¢| direction are considered by the supercluster algorithm for the determination of the
energy, leading to an improved energy resolution compared to the sliding-window algorithm,
which is illustrated in Figure 5.1b) for converted photons.

The reconstruction of unconverted photons is straightforward, as these are defined as EM clusters
without associated tracks. The reconstruction of converted photons is more challenging as their
detector signature is similar to those of electrons. In order to distinguish between converted
photons and electrons, conversion vertices are reconstructed based on electron tracks in the
InDet. These conversion vertices can have either two associated tracks, as expected for ete™
pairs, or only one associated track, if the electrons cannot be separated or the reconstruction of
one electron fails. If the tracks associated with conversion vertices can be matched to an EM
cluster, the object is classified as a converted photon. However, most of the photons which are
reconstructed as converted photons are also reconstructed as electrons. In addition, there is a
non-significant fraction of unconverted photons which are reconstructed as electrons. Therefore,
additional criteria are defined to solve this ambiguity [110] and to discriminate between electrons,
converted and unconverted photons. These criteria are based on the presence of a conversion
vertex, the pp of the object, the ratio of the cluster energy and the track momentum E/p,
the number of hits in the B-layer of the Pixel detector and the presence of hits only in the
TRT. The probability of a conversion increases with an increasing amount of material which
has been passed by the photon. Therefore, if the object is e.g. matched to a TRT-only track
it is classified as a photon, whereas the presence of hits in the B-layer, which is closer to the
interaction point, indicates the presence of an electron.

The calibration of photons and electrons [111, 112] proceeds in various steps. A multivariate
algorithm is used to perform an e/ calibration based on the photon and electron energies in MC
simulations. The training of the multivariate algorithm is performed separately for converted
and unconverted photons and electrons. Additionally, an intercalibration of the different layers
of the EM calorimeter is performed to account for their different scales. Uniformity corrections
are applied to account for variations in the detector response in certain detector regions. Finally,
the absolute energy scale is determined based on Z — ee events by adjusting the data to agree
with the MC expectation. Observed differences between the resolution of the Z boson peak in
data and MC simulation are accounted for by deriving correction factors, which are applied
to MC simulation. The same scale factors (SFs), derived from Z — ee events, are applied
to photons and electrons and the approach is validated using Z — ¢ and J/¢ — ee events,
respectively.

The considered photons are required to have pp > 25GeV and to be reconstructed within
In| < 2.37, excluding the region 1.37 < |n| < 1.52 which corresponds to the transition region
between the barrel and the end-caps of the EM calorimeter.

5.1.2 Identification based on shower shape variables

Requirements are imposed on the reconstructed photons to ensure that these originate directly
from the hard scattering process. These photons are referred to as prompt photons and are of
interest for most physics analyses. Photons can also be produced inside a jet, e.g. from 70 — v~
decays, and jets which deposit a significant fraction of their energy in the EM calorimeter may
be wrongly identified as photons. These reconstructed photon objects are referred to as fake
photons in the following. It is possible to distinguish between prompt and fake photons based
on information provided by the calorimeter system. Nine different variables describing the
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longitudinal and lateral shower development are chosen to define photon identification (ID)
requirements [110]. Their definition is based on information of the first and second layer of the
EM calorimeter and the leakage into the hadronic calorimeter. The discriminating variables
are briefly described in the following.

Prompt photons are expected to deposit most of their energy in the EM calorimeter, whereas
fake photons usually come along with large energy depositions in the hadronic calorimeter.
Therefore, two variables describing the leakage into the hadronic calorimeter are used to
discriminate between prompt and fake photons:

e Rypaqi is defined by the ratio of E1 measured in the first layer of the hadronic calorimeter
and the E1 measured in the EM calorimeter.

e Ryaq is defined by the ratio of E1 measured in the whole hadronic calorimeter and the
Er1 measured in the EM calorimeter.

The variable Ry,q was found to provide a better discrimination in the region 0.8 < |n| < 1.37,
while for the remaining |n| ranges a requirement on Ryp.q; is defined. In addition, several
variables can be defined based on information provided by the finely segmented first layer of the
EM calorimeter. Prompt photons are characterized by a narrower calorimeter shower compared
to fake photons. In addition, the high resolution of the first layer in particular allows for the
definition of variables based on a second energy maximum in the EM cluster, which is a typical
signature for 7% — v+ decays. The EM strip layer variables are defined as follows:

e wg3 and wgtet describe the lateral width of the shower based on 1 X ¢ = 3 x 2 strips or
20 x 2 strips around the strip containing the largest energy deposit, respectively. The
shower width tends to be smaller for prompt photons.

o fide is defined as the relative difference between the energy deposited in the seven strips
around the maximum and the energy deposited in the three central strips around the
maximum. As the showers of prompt photons tend to be narrower, fsqe tends to be
smaller for prompt photons.

« AE =ES! - Ersn%n describes the difference between the energy of the second-highest

max,2
maximum and the energy measured in the strip which is located in the minimum between
the two maxima. In the case of prompt photons only one maximum is present and AE
becomes small, while it tends to have higher values for fake photons.

ESl 7ESI . . .
W describes the ratio between the difference of the first and second

max,l max,2

energy maximum and their sum. For prompt photons, this value is close to one due to the
absence of a second significant energy maximum. For fake photons, a wider distribution
is observed.

° Eratio =

Finally, additional variables are defined using information from the second layer of the EM
calorimeter. This layer has a coarser granularity than the strip layer, but it contains the largest
fraction of energy deposited in the EM calorimeter by a photon, thereby providing additional
discrimination against fake photons. The following three additional variables are used to define
the photon ID criteria:

e R, describes the ratio of the energy deposited in n x ¢ = 3 x 7 cells and the energy
deposited in a region of 7 x 7 cells. As the showers of prompt photons are narrower, the
fraction of energy deposited in 3 x 7 cells is larger and, therefore, R, tends to have larger
values for prompt photons than for fake photons.
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e Ry describes the ratio between the energy deposited in 3 x 3 cells and the energy deposited
in a region of 3 x 7 cells. Similar to R,, prompt photons tend to have higher values of
Ry than fake photons.

o wy describes the lateral width of the shower in 7 in a window of 3 x 5 cells. The showers
of fake photons tend to be broader than those of prompt photons.

Differences between the distributions in data and MC simulations are observed for most of
these shower shape variables. Therefore, a correction of the MC distributions is performed by
applying a shift to these distributions [6]. These shifts are applied separately for converted and
unconverted photons in bins of || and Et and are referred to as fudge factors (FFs).

Two different working points (WPs) are defined based on requirements on the shower shape
variables: the loose and the tight ID WP. The requirements on the shower shape variables were
optimized in seven different |7| regions, which are defined by considering the amount of material
upstream of the EM calorimeter and the geometry of the detector. The loose ID WP is defined
using only a subset of the variables described above. The criteria on the shower shape variables
are designed such that they provide a high signal efficiency, as the loose ID criterion is mainly
used for trigger purposes. At this stage of the photon reconstruction, it is not distinguished
between converted and unconverted photons. Therefore, the loose ID is based only on those
shower shape variables which show a similar behavior for converted and unconverted photons.
The variables which are used to define the loose ID requirement are the hadronic leakage, R,
and ws.

The tight ID requirement is based on the full set of shower shape variables. In contrast to the
loose 1D, the tight ID requirement is optimized to provide a high rejection of fake photons, as
it is applied in physics analyses. For the tight ID criterion, the requirements on the shower
shape variables are optimized for converted and unconverted photons separately. As the shower
shape variables vary as function of Ev, considering their Er dependence further improves the
performance of the tight 1D requirement. An Ep-dependent tight ID menu was optimized at
the ATLAS experiment for the first time and the respective tight ID efficiencies, which were
evaluated as part of this thesis, are presented in Chapter 6. For the measurements of Higgs
boson properties presented in this thesis, the previous Ep-independent tight ID requirement is
considered.

5.1.3 Isolation requirements

Additional criteria to discriminate between prompt photons and fake photons, originating from
hadronic signatures, are defined based on isolation requirements [110], which are applied to the
reconstructed photons. Prompt photons are usually isolated from hadronic activity, whereas
fake photons inside jets are accompanied by several other particles that are produced during
the hadronization process. Two different criteria can be used to define the photon isolation,
which are based on the calorimeter isolation and the track isolation. Three different photon
isolation WPs are defined [6]. For all measurements presented in this thesis, the loosest WP is
considered, which is based on the requirements described below.

The calorimeter isolation, Eifo, is defined as the sum of Et of clusters in a certain cone
with radius AR around the photon: EL° = >’ \p Er. The contributions to E}° from the
considered photon itself, the underlying event and pileup are accounted for and subtracted for
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each photon. In the measurements presented in this thesis, a calorimeter isolation criterion of
E}° < 0.065 - Et is applied. The cone size is chosen to be AR = 0.2.

The track isolation, piTSO, is defined as the sum of pp of tracks in a certain cone around the
photon direction. These tracks are required to have pp > 1 GeV and fulfill certain track quality
requirements. Tracks associated with the conversion vertex of a photon are excluded from the
computation of piff). The considered track isolation criterion is defined by piTSO < 0.05 - pr.
Similar to the calorimeter isolation criterion, the cone size is set to be AR = 0.2.

5.1.4 Photon trigger

Specialized triggers [58] are used to efficiently identify events with potential photon signatures in
data. First, the L1 calorimeter trigger is used to define a Rol in the EM calorimeter by defining
trigger tower clusters with An x A¢ = 0.1 x 0.1. The Rol is defined by 4 neighboring towers
which exceed a certain energy threshold. Isolation requirements are defined based on the energy
of the surrounding towers in the EM calorimeter and towers in the hadronic calorimeter.

For the HLT, a fast reconstruction of the photons is performed first, followed by a more precise
reconstruction. For the fast reconstruction, clusters are built from calorimeter cells based on
the Rol using a fast calorimeter algorithm. These clusters need to fulfill requirements on a
subset of the shower shape variables and the E1 of the cluster.

Finally, the more precise reconstruction makes use of simplified versions of the nominal photon
reconstruction algorithms, as described above. The cluster reconstruction is performed based on
the sliding-window algorithm and a calibration based on the multivariate method is performed,
without distinguishing between converted and unconverted photons. Additionally, requirements
on the photon E1 and the photon ID, based on a subset of the shower shape variables, need to
be fulfilled. Hence, the photon triggers do not use any tracking information provided by the
InDet.

5.2 Electrons

The reconstruction of electrons is based on the presence of an EM cluster which is matched
to a track in the InDet and proceeds similar to the reconstruction of photons, as explained in
Section 5.1.1. The reconstructed electrons need to fulfill pr > 10GeV and || < 2.47. Similar
to photons, the region 1.37 < |n| < 1.52 is excluded.

For the electron identification, a likelihood-based discriminant [113] is used in order to suppress
the fraction of converted photons and jets which are misidentified as electrons. Several input
variables are considered, which include shower shape variables, information about the number
of hits in the different components of the InDet, a likelihood probability which is based on
transition radiation information provided by the TRT and variables describing the compatibility
between the direction of the reconstructed track and the EM cluster. The medium WP of the
likelihood-based discriminant is considered. In addition, loose track and calorimeter isolation
requirements are applied, based on the values EiTSO and prifo calculated in a cone AR = 0.2
around the electron, which provide an Er independent efficiency of 99%. The efficiencies of the
electron identification and isolation criteria are corrected in MC simulation to match the values

measured in data using Z — ee and J/¢ — ee events [114].
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Additionally, requirements on the so-called impact parameters are defined to ensure that the
electron is consistent with originating from the primary vertex. The impact parameters are
defined as the distance of closest approach of the considered track to the primary vertex in
different projections: zp and dy describe the longitudinal and the transverse impact parameter,
respectively. The requirements |zgsiné| < 0.5 mm and |dy|/o4, < 5 need to be fulfilled, with
04, describing the uncertainty on dy. Electrons are discarded if they are reconstructed within
AR = 0.4 of a jet, after applying the overlap removal criteria for jets described in Section 5.4,
or an isolated photon.

5.3 Muons

The reconstruction of muons [115] is based on tracking information provided by the InDet and
the MS. After separately reconstructing tracks in both detector components, muons are either
reconstructed by performing a combined fit to the hits measured in the MS and the InDet or,
in the absence of an InDet track, by an MS track which can be matched to the interaction
point. Muons without a reconstructed track in the MS, which can still be reconstructed by
using information from the EM calorimeter and track segments in the MS, are not considered.
Muon candidates are required to have pt > 10 GeV and to be reconstructed in the detector
region |n| < 2.7.

Muon identification requirements are applied to suppress muons originating from the decay of
light hadrons. The medium muon identification WP is used, which is based on requirements
on the number of hits measured in the different components of the InDet and the MS and the
compatibility of the momenta of the candidate muon measured in the two detector components.
Additionally, loose muon isolation criteria are applied, including a track isolation criterion on
piTSO, calculated in a cone of AR = 0.3 around the muon, and a calorimeter isolation criterion
on Eiff’ calculated in a cone of AR = 0.2 around the muon. These isolation criteria provide
an efficiency > 95% (99%) for muons with pr > 25GeV (60 GeV). In simulation, a correction
of the muon momentum scale and resolution and the isolation and identification efficiencies is
performed, based on measurements performed using J/¢¥ — pp and Z — pp events [115], to
obtain a better agreement between data and MC simulation.

Similar to electrons, muons are required to be compatible with originating from the selected
primary vertex by requiring |zp sin 6| < 0.5 mm and |dy|/c4, < 3. Muons which are reconstructed
within AR = 0.4 of an isolated photon or a jet are rejected.

5.4 Jets

Jets are reconstructed using topological clusters [109] at the EM energy scale, which are built
from energy depositions in the EM calorimeter and the hadronic calorimeter. These topological
clusters are formed by assigning a significance to each calorimeter cell, which is based on the
magnitude of the cell signal and the average noise. Cells with a high significance are defined
as seed cells and topoclusters are formed by adding neighboring cells which pass a certain
threshold on their cell significance. In addition, the spatial structure of the energy depositions is
considered. Then, the anti-k; algorithm [116] with a radius parameter AR = 0.4 is used to build
jets from the topological clusters by using the FASTJET package [117], which clusters jets based
on the distance of the topoclusters starting with those that have the highest pr. A correction

41



Chapter 5 Object reconstruction and selection

is applied to the jets in each event to account for energy depositions from pileup [118] and its
direction is corrected to match the position of the selected primary vertex. Finally, the jets are
calibrated [119, 120] by applying various corrections, which are based on MC simulations as
well as data. Simulation-based corrections are applied to the jet energy scale (JES) and the
jet m based on comparisons of the distributions of truth jets and reconstructed isolated jets in
data and dijet MC simulation. Additional corrections based on MC simulations are applied
to various longitudinal and transverse properties of the jet, as they have an influence on the
JES. Finally, in-situ corrections are applied, which are derived from the differences of the jet pp
distribution observed in 2012 data and predicted by MC simulations for v/Z+jet and multijet
events.

In order to suppress jets originating from pileup, the so-called jet vertex tagger (JVT) algorithm
[121] is used. It is applied to jets with pt < 60 GeV and |n| < 2.4, as it relies on information
from the InDet. The JVT provides a multivariate discriminant based on two variables: the
corrected jet-vertex fraction, which is calculated as the sum of pr of tracks associated with the
jet and the primary vertex and the sum of p of all associated tracks with corrections applied
to the pr spectrum of pileup tracks, and the variable R,7, which is defined as the ratio of the
sum of pr of tracks associated with the primary vertex and the total jet pr after the calibration,
during which a pileup subtraction is applied. The value of the JVT discriminant is required to
be larger than 0.59 for jets fulfilling the kinematic requirements. Corrections are applied to the
JVT efficiency in simulation to match the values measured in data.

In addition, kinematic requirements are applied. Jets are in general required to fulfill pt > 25 GeV
and |n| < 4.5. The jets which are measured in the region |n| < 2.5, where InDet information is
available, are referred to as central jets, while jets with || > 2.5 are referred to as forward jets.
Jets which overlap with reconstructed photons or electrons are rejected, by requiring a distance
AR larger than 0.4 (0.2) to isolated photon (electron) candidates.

5.5 Missing transverse energy

Although neutrinos cannot be directly measured by the ATLAS detector, the magnitude of
the missing transverse momentum, ErTniss, provides a measure for the presence of undetected
particles. The E%liss is calculated [122, 123] as the negative sum of transverse momenta of all
reconstructed objects described in this chapter and additional soft contributions, which are
estimated from tracks that are consistent with originating from the primary vertex. The overlap
between the different objects is accounted for during the Efrniss calculation.

5.6 Identification of b-jets

The use of flavor tagging algorithms allows for the identification of jets which have properties
that are consistent with the decay of a b-hadron (b-tagging). Throughout this thesis, the
MV2 algorithm [124, 125] is used which provides a multivariate discriminant by combining the
information from different b-tagging algorithms. These algorithms are optimized to distinguish
between jets originating from b quarks (b-jets), ¢ quarks (c-jets) and u, d and s quarks and
gluons (light flavor jets). Hadrons originating from a b-quark are characterized by a relatively
long lifetime of about 1.5 ps. Specific properties of the associated tracks and the presence of a
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secondary vertex enable the identification of b-jets. Three types of b-tagging algorithms based
on different quantities are considered:

o Impact Parameter: The IP2D and IP3D algorithms [126] are based on the longitudinal
and transverse impact parameters dy and zg, as introduced in Section 5.2. Due to the
long lifetime of the b-hadron, its decay vertex can be resolved and is displaced from the
primary vertex, leading to large impact parameters of the tracks originating from the
decay vertex.

o Secondary vertex: The secondary vertex finding algorithm [126] aims for reconstructing
the displaced vertex within the jet. For all pairs of tracks inside the jet, a two-track vertex
hypothesis is tested in order to reconstruct the secondary vertex which corresponds to
the decay vertex of the b-hadron.

o Decay chain multi-vertex algorithm: The JetFitter algorithm [127] attempts to
reconstruct the full decay chain of the b-hadron. The flight path of the b-hadron is
thereby determined by connecting the primary vertices with the decay vertices by using a
Kalman filter.
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Figure 5.2: The MV2cl10 discriminant for b-jets, c-jets and f-jets obtained from ¢ MC
simulation [125].

The different outputs, which are provided by these algorithms, and additional information
about the kinematic properties of the jet are combined by using a multivariate algorithm. A
Boosted Decision Tree (BDT) is trained considering b-jets as signal and c-jets and light flavor
jets (f-jets) as background. The proportion of c-jets and f-jets in the background sample can
be varied to define discriminants which do either provide a better rejection of c-jets or of /-jets,
respectively. For the MV2c10 algorithm, which is considered in this thesis, the background
sample is composed of 93% /(-jets and 7% c-jets. The output discriminant of the MV2c10
algorithm is shown in Figure 5.2 for b-jets, c-jets and ¢-jets. In MC simulation, it is possible to
make a statement about the flavor of the considered jet, based on MC truth information, by
looking for a b-hadron or a c-hadron in a certain cone with opening angle AR around the jet.

Based on the MV2¢10 discriminant, four different WPs are defined, which offer different b-
tagging efficiencies and rejection rates for c-jets and f-jets. The rejection rates are defined as
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Table 5.1: WPs of the MV2c10 algorithm and the respective efficiencies for b-jets and the
rejection rates for c-jets and (-jets evaluated in t¢ MC simulations [125].

BDT cut value | b-jet efficiency [%)] ‘ c-jet rejection ‘ (-jet rejection

0.9349 60 34 1538
0.8244 70 12 381
0.6459 7 6 134
0.1758 85 3.1 33

the inverse efficiencies. The cut values on the MV2c10 discriminant and the efficiencies and
rejection rates of the different WPs are summarized in Table 5.1. Different methods [128-133]
are used to measure the b-tagging efficiency for b-, ¢- and ¢-jets in data. These measured
efficiencies are compared to the values predicted by MC simulation and SFs are derived to
correct the MC simulation.
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Chapter 6

Photon identification efficiency measurements

As explained in the previous chapter, photon ID criteria are defined by requirements on shower
shape variables in order to distinguish between prompt photons and hadronic signatures, which
are reconstructed as photons (fake photons). The tight ID requirement is applied in most
physics analyses, investigating final states with photons, to improve the signal to background
ratio. Differences between the tight ID efficiency measured in data and predicted by MC
simulation may occur e.g. due to mismodeling of the shower shape variables. There are
well-known differences between the distributions of the shower shape variables in data and
MC simulation, which are accounted for by correcting the distributions in MC simulation
using the FFs, which shift the shower shape distributions in MC simulation to match the data
distributions. Additional differences are taken into account by applying SFs to MC simulation,
which are defined as the ratio of the tight photon ID efficiency measured in data and predicted
by MC simulation: z-:zllft};t'm 6“]\2%?'11). These corrections are particularly important to precisely
estimate signal and background contributions from MC samples. The uncertainty on the tight
ID SFs is accounted for as a systematic uncertainty. The measurement of the tight 1D efficiency
in data is based on three different methods, which are briefly described in this chapter, followed
by a more detailed description of one of these methods, the Matrix Method, which was used to
measure the tight ID efficiency in the 2015-2017 dataset as part of this thesis.

6.1 Overview of the different methods

In order to measure the tight ID efficiency over a large range in photon ET, three different
measurements are combined which exploit the properties of different processes. In general, the
measurement of the photon ID efficiency requires a sample which is sufficiently pure in prompt
photons and provides a sufficient number of events for the efficiency measurement. However,
the photon ID efficiency can also be measured from a sample of electrons, as explained in
the following. The tight ID efficiency is measured separately for converted and unconverted
photons and as a function of Et in four different |n| regions. The precision of the different
measurements depends on the photon Et and also the conversion type of the photons. Therefore,
a combination of the three measurements is performed in order to achieve the best possible
precision over a large Et range.

A very pure sample of prompt photons is obtained from leptonic Z boson decays, where a
photon is radiated off from one of the two leptons Z — €0~y (¢ = e, ). These events are used by
the Radiative Z method [5, 6] to measure the tight ID efficiency for photons with a relatively low
transverse energy, 10 GeV < Ep < 100 GeV. This efficiency measurement benefits from the high
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purity of the selected photon sample, allowing for a precise measurement even in the low Ep
region, which is usually contaminated by a large fraction of fake photons. In contrast, it suffers
from large statistical uncertainties for photons with a high Er. Candidate events are selected
by requiring two electrons or two muons with opposite electric charge and a photon fulfilling
isolation requirements. After applying these requirements, the selected sample is dominated by
Z(— ) + jet events. However, these Z(— ¢¢) 4 jet events can be easily discriminated from
7 — €0~ events by considering the invariant masses of the system formed by the two selected
charged leptons, myy, and the system formed by the two charged leptons and the selected photon
candidate, my,. Whereas Z — ({~ events are characterized by an invariant mass my, which
is similar to the Z boson mass, mz, and my < myz, Z(— ) + jet events are characterized
by my = mz and mye, > mz. After imposing requirements on my, and my, the signal and
background contributions are estimated by performing a maximum-likelihood fit to the myy,
distribution, assuming certain templates for the shape of the signal and the background. The
efficiency is then calculated as the ratio of the number of signal photons fulfilling the tight ID
requirement and the total number of signal photons.

For the Electron Extrapolation method [5, 6], a sample of Z — ee events is used to mea-
sure the tight ID efficiency by exploiting similarities in the shower shape variables of re-
constructed electrons and photons. This efficiency measurement is performed in a range
25 GeV < Er < 150GeV. Events containing a pair of oppositely charged electrons with an
invariant mass of 70 < m.. < 110 GeV are selected and a tag-and-probe approach is used.
In order to account for differences of the shower shape variables of electrons and photons,
Smirnov transformations are derived based on the shower shape variables observed for the
probe electron in data and the shower shape variables for prompt photons predicted by MC
simulation. Furthermore, small background contributions are considered by performing a
signal+background fit to the invariant mass spectrum me.. The tight 1D efficiency is then
derived as the ratio of transformed electrons fulfilling the tight photon ID requirement and the
total number of electron candidates. The measured efficiencies are characterized by relatively
low uncertainties over the whole considered ET range.

The tight ID efficiency measurement with the Matriz Method is based on a sample of photons
which are produced either during the hard scattering process, via qg — ~q or q§ — ~g, or
during the fragmentation of a parton. For this efficiency measurement, the track isolation of the
photons is used to discriminate between prompt and fake photons. The purity of the sample,
which can be expressed by the track isolation efficiencies, is extracted before and after applying
the tight 1D criteria. This method has the advantage that it covers a comparably large Er
range of 25 GeV < Ep < 1500 GeV. However, due to large systematic uncertainties for low
values of Er, this measurement becomes important for the photon ID efficiency combination
only for high values of Er. The measurement presented in this thesis is based on the work
of previous analyzers, who performed the measurement during Run 1 [5] and with the Run 2
dataset collected in 2015-2016 [6]. For this thesis, the measurement is performed for the first
time using photons reconstructed with a new algorithm, based on superclusters [108], and
data taken during 2017 is studied for the first time. In addition, the estimation of systematic
uncertainties is reinvestigated. A systematic uncertainty which was previously evaluated by
varying the material of the InDet during the detector simulation is replaced by variations of the
shower shape variables in the prompt photon MC sample based on the uncertainties of the FF's.
In addition, a new systematic uncertainty is added to take into account differences between
data and MC simulation of the loose 1D efficiency, when correcting the measured efficiency for
the preselection requirements. The details of the measurement are described in the following.
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6.2 Efficiency measurement with the Matrix Method

6.2.1 Analyzed dataset & MC samples

The data which are used to measure the tight 1D efficiency were taken with the ATLAS
detector during 2015-2017 and correspond to an integrated luminosity of 79.8 fb~!. Only events
containing prompt photon candidates are selected by using single photon triggers, which are
based on the loose photon ID criteria and have different Ft thresholds ranging from 10 GeV to
140 GeV with 5 GeV to 10 GeV intervals. Most of these triggers are prescaled, which reduces the
trigger rate for photons with low Ep. Therefore, the data events are weighted by considering
the trigger prescales, in order to obtain a continuous Er distribution. A trigger matching is
applied, requiring that the selected leading E1 photon in the event is close to the object that
fired the trigger. Finally, data quality requirements are applied to make sure that all detector
components were working properly during the data-taking.

In addition, MC samples for prompt and fake photons are used for the tight 1D efficiency
measurement. The prompt photon MC sample consists of v + jet events, which are generated
with PYTHIA8 [62]. This sample is composed of several subsamples, which are produced with
different requirements on the photon Er, to ensure a sufficient number of simulated events over
the whole E7 range. For the fake photon MC sample, a PYTHIAS8 dijet sample composed of
four subsamples is used, which covers a smaller Ep range up to ~ 100 GeV. For both samples,
the NNPDF2.3LO PDF set [134] and the A14 tune parameter set [71] are used. Additionally,
both samples are processed by the full ATLAS simulation using GEANT4 [103, 104] and the
same trigger requirements are applied to data and MC samples.

6.2.2 Single photon selection

Certain preselection requirements are applied to the photon candidates in order to reduce
the fraction of fake photons in the analyzed dataset. In each event, the Er leading photon
is considered for the efficiency measurement. Only photons fulfilling loose ID requirements
are considered, thereby rejecting a large fraction of fake photons. Kinematic requirements on
the transverse energy, Er > 25GeV, and the pseudorapidity, |n| < 1.37 or 1.52 < |n| < 2.37,
need to be fulfilled. In addition, track and calorimeter isolation criteria are applied to the
photon candidate, in order to reduce the fraction of jets which are misidentified as photons.
The calorimeter isolation is based on the sum of Et of clusters in the EM calorimeter in a cone
with AR = 0.2 around the photon candidate, which is required to be smaller than 0.065 -Er.
For the track isolation, the sum of pr of tracks with pp > 1GeV in a cone with AR = 0.2
around the photon candidate is required to be smaller than 0.05 - Er.

The efficiency is measured in four bins of ||, taking into account the material distribution of
the InDet: [0.00, 0.60), [0.60, 1.37), (1.52, 1.81), [1.81, 2.37). The amount of material in the
InDet increases for certain 7| regions, e.g. due to service panels such as cables and cooling
pipes, and influences the fraction of converted photons and their shower shapes. In addition,
the tight 1D efficiency is measured as a function of . The Er distribution is split into 13 bins
with an increasing width, to take into account the decreasing number of photon candidates at
high Er. In MC simulation, a truth matching is applied to the photons to make sure that only
real or fake photons are selected in the respective MC samples.
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6.2.3 Efficiency calculation with the Matrix Method

The efficiency calculation is performed using the sample of preselected photons. In general, the
tight 1D efficiency in the considered sample is defined as the fraction of prompt photons that
fulfill the tight ID requirement, N7, among all prompt photons, N*:

, NS
ht—ID ID

ghtomt=ID = =1 (6.1)

However, the considered sample does not only include prompt photons but also fake photons.

Therefore, the total number of photons in the sample is given by the sum of prompt photons,

N*, and fake photons, N°:

Ntotal _ NS +Nb (62)

The number of photons fulfilling the tight ID requirement, N9 can be defined analogously
based on N7, and N}’D. In order to consider the composition of the data sample, the tight 1D
efficiency can be expressed through the signal purity of the sample before applying the tight ID
criteria, A, and after applying the tight 1D criteria, P:

) P. Ntotal NS NS
tight-ID __ ID : _ ID _
"8 - A - Ntotal with P = N}foBal’ - Ntotal (63)

To calculate the purities A and P, the fractions of prompt and fake photons in the considered
sample need to be estimated. In order to distinguish between signal and background photons, a
track isolation criterion is introduced which requires no tracks with pp > 1 GeV to be present in
a cone of AR = 0.4 around the photon, excluding tracks that are associated with the conversion
of a photon. The tight ID efficiency can then be expressed through the track isolation efficiencies
&', which are defined based on the fractions of photons fulfilling the additional track isolation
criterion. Similar to Equation (6.2), the number of track isolated photons in the sample, N total
can be expressed through the number of prompt and fake photons and the respective track
isolation efficiencies é° and é°:

Ntotal _ és . NS € éb . Nb (64)

The number of photons passing the tight ID and the track isolation criteria, A}j’jt“l, is defined
analogously, based on N7, N}’D and the track isolation efficiencies for photons fulfilling the
tight ID requirement, £7,, and él} p- When solving these equations for N¥ or N7, and entering
the new terms into the formulas of the purities A and P, these can be fully expressed through
the track isolation efficiencies for prompt photons, fake photons and for the inclusive sample, &
and £rp, as shown in Equations (6.5) and (6.6).

~ ~b
EID — €

p==cn (6.5)
€S — €
ID ID

A 2b
E—€
A:m (6.6)

48



6.2 Efficiency measurement with the Matrix Method

Finally, the tight ID efficiency can be expressed through the total number of photons in the

sample before and after applying the tight ID requirements, N*** and N}%“l, and the respective

track isolation efficiencies, ' and éi[ p» for prompt photon s, fake photons b, and for the inclusive
sample, ¢ = N/N® and &;p = Nyp/NLl as shown in Equation (6.7).

Eip=E]p | prtotal
tight—1D _ €ip—€ip 1P (6.7)
< D '
£=€’ . Ntotal
és_éb

This formula can be used to calculate the tight ID efficiency, as the different parameters can be
retrieved either from data or from prompt photon MC samples. The number of photons before
and after passing the tight ID criteria, as well as the track isolation efficiencies of the inclusive
sample, € and £;p, are taken from data. The prompt photon track isolation efficiencies, £€° and
€%p, are retrieved from the prompt photon MC samples.

The fake photon track isolation efficiencies are estimated from fake-photon-enriched regions
in data, in order to avoid a bias due to the modeling of fake photons in MC simulation.
Furthermore, no MC samples exist that provide information about fake photons over the whole
considered E1 range. The fake-photon-enriched regions are defined by splitting the shower
shape variables into two categories. The so-called narrow-strip variables, fsde, wss, AFE and
Fatio, are constructed from information collected in the finely segmented first layer of the EM
calorimeter. The remaining shower shape variables are the so-called relazed-tight variables,
Ryaq, Ry, Ry, we and wstot, which are mostly defined from information in the middle layer of
the EM calorimeter and the leakage into the hadronic calorimeter. In the following, the fact
that the narrow-strip variables are only weakly correlated to the track isolation criterion is
exploited. Fake-photon-enriched regions in data are constructed by requiring the photons to
either

o pass the tight ID (region 1),
o pass only the narrow-strip requirements (region 2),
o pass only the relazed-tight requirements (region 3) or

o fail both the relazed-tight and narrow-strip requirements (region 4).

fail

narrow-strip

pass
—
N

pass fail
relaxed-tight

Figure 6.1: Illustration of the four regions defined in data, among which the
fake-photon-enriched regions 2, 3 and 4 are used for the estimation of the fake photon
track isolation efficiencies, £° and &%,,. The definition of the regions is based on the shower
shape variables, which are split into narrow-strip variables (fside, wss, AE, Eyatio) and
relazed-tight variables (Rnad, Ry, Rg, w2, Wstot)-

49



Chapter 6 Photon identification efficiency measurements

The four different regions are illustrated in Figure 6.1. Due to the small correlation of the
narrow-strip variables and the track isolation, the track isolation efficiency for fake photons is
assumed to be similar for photons passing the tight ID requirement and photons passing the
subset of relaxed-tight criteria. Hence, the track isolation efficiency for fake photons fulfilling
the tight ID requirement can be estimated from the fake-photon-enriched region 3:

Nb N2
~b 1 3
EIp=— ~ — 6.8
1D N{’ N?l: ( )
Similarly, the track isolation efficiency for all fake photons can be estimated from the fake-photon-
enriched regions 2, 3 and 4, since the number of fake photons in region 1 is negligible compared
to those in regions 2, 3 and 4:

\7b ?\Afb
éb _ N1+2+3+4 ~ 2+3+4 (6 9)
N TN '
1424344 2+3+4

The signal leakage into these fake-photon-enriched regions is estimated from prompt photon MC
simulation and subtracted. The assumptions made in Equations (6.8) and (6.9) are validated
using fake photon MC samples and a systematic uncertainty is defined, based on the differences
of the fake photon track isolation efficiencies in the different regions observed in fake photon
MC simulation.

6.2.4 Correction of the measured tight ID efficiencies

The tight ID efficiency, which is calculated based on Equation (6.7), needs to be corrected for
the loose ID and trigger requirements, which are imposed during the preselection. While these
requirements are unavoidable in data in order to reduce the large fraction of fake photons,
prompt photon MC simulation can be used to estimate the efficiency of these preselection
requirements. In order to obtain the tight ID efficiency for the full sample of reconstructed
photons, the measured tight 1D efficiencies, €444, are multiplied with a correction factor C' as a
function of Er in each |n| region for converted and unconverted photons, respectively, as shown
in Equation (6.10).

Ntight—ID,trigger

tight-ID __ _ v
€ =C€data = C loose-ID, trigger (610)
N. ’
~
tight-ID loose-ID,trigger
N'y,]MC N'y,]MC
C = Ny mc - Ny mc (6 11)
- Ntight—ID,trigger - Ntight-ID,trigger ‘
v,MC ~,MC
loose-ID,trigger tight-ID
Nry,JVIC N, v, MC

The correction factor is defined as shown in Equation (6.11) and is derived using prompt
photon MC simulation. The numerator in Equation (6.11) is defined based on the fraction
of prompt photons fulfilling the tight ID requirement, IV, ;ﬁi}t(}m /N, mc, which corresponds to

the value of interest. The denominator is defined as the fraction of photons fulfilling tight

50



6.2 Efficiency measurement with the Matrix Method

ID and trigger requirements among the photons fulfilling loose ID and trigger requirements,
N;ﬁ?gmmgger /N. ioz(f;%m’mgger, which is similar to €444,. The correction factor can be rewritten
as the ratio of the loose ID and trigger efficiency for all photons and the trigger efficiency for

photons fulfilling the tight ID requirement.

The correction factors depend on the photon Er and get very close to 1 with increasing Fr,
as shown in Figure 6.2. As the correction factors are determined using prompt photon MC
samples, differences between the loose ID and trigger efficiencies in data and MC simulation
may occur, which are accounted for by introducing a systematic uncertainty on the correction
factor. The single photon triggers, which are used in this measurement, are only applied in
regions of Er where their efficiency is very close to 100% for both data and MC simulation
[135]. Therefore, the differences between the trigger efficiencies in data and MC simulation are
considered to be negligible.
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Figure 6.2: Correction factors in the most central || region for converted and unconverted
photons, which are used to correct the measured tight ID efficiencies for the trigger and loose
ID preselection requirements. The uncertainties include the statistical uncertainty and the
systematic uncertainty due to differences of the loose 1D efficiency in data and MC simulation.
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Figure 6.3: Fit to the loose ID SFs, which were evaluated by the Radiative Z method, for the
most forward |n| region for converted and unconverted photons, respectively. The fit function
is defined as «/log(Er) + 1, with a being the only free parameter. The largest difference of
the fit function, including the 68% confidence level interval, from 1 is considered as systematic
uncertainty in each bin of Et and |n).
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Hence, the systematic uncertainty on the correction factor only takes into account differences
between data and MC simulation of the loose ID requirement. Deriving SFs for the loose ID
requirement is challenging, due to the large fraction of fake photons in the sample of photons
fulfilling the loose ID. The Radiative Z method allows for a measurement of the loose ID SFs
in a region between 10 GeV < E1 < 100 GeV. However, these SFs cover a much smaller Ep
range than the range considered by the Matrix Method and show relatively large fluctuations.
Therefore, they are not directly applied to the prompt photon MC sample. Instead, a fit is
performed to the loose ID SFs, using a function of the form a/log(E7) + 1 with only one free
parameter, to compensate the fluctuations of the loose ID SFs. The functional form is chosen
so that it represents the expected behavior of the loose ID SFs. At high Er, the shower shape
variables get narrower and the loose ID efficiency is very close to 100%, therefore differences
between data and MC simulation are expected to decrease and the loose ID SFs get close to 1.
The chosen fit function slowly approaches to the expected value of 1, as shown in Figure 6.3.
The largest difference between the fit function, including its 68% confidence level interval, and
the assumed value of 1 is considered as systematic uncertainty in each bin of Ep and |n|. The
distributions of the correction factors and the fits to the loose ID SFs for the remaining |n|
regions are shown in Appendix A.1.

6.2.5 Sources of uncertainty

Different sources of uncertainty are considered in this measurement, which are explained in
the following. The statistical uncertainty of the considered dataset is evaluated by performing
pseudoexperiments. A pseudo dataset is generated by taking a random number Neyenss from
the considered dataset, where Neyents is assumed to follow a Poisson distribution with the
mean being the number of events observed in data. For each of these pseudoexperiments,
the photon ID efficiency measurement is repeated. The tight 1D efficiencies for the different
pseudoexperiments result in a Gaussian distribution for each |n| region and each Et bin.
The width of the Gaussian distribution is assigned as statistical uncertainty to the tight ID
efficiency in the respective bin. In total, 200 pseudoexperiments are performed to estimate this
uncertainty.

In addition to the statistical uncertainty of the analyzed dataset, various sources of systematic
uncertainties are considered:

e MC statistics: A systematic uncertainty is assigned due to the limited size of the
prompt photon MC sample, which is used to evaluate the tight ID efficiency. A number
of 200 pseudoexperiments is generated from the prompt photon MC sample and the tight
ID efficiency is evaluated for each pseudoexperiment. The uncertainty is then defined
similar to the statistical uncertainty of the dataset.

e Track isolation uncertainty: In order to take into account the influence of the choice
of the track isolation criterion on the efficiency measurement, the measurement is repeated
with a track isolation criterion with a different cone size. The nominal track isolation
requirement corresponds to the most stringent setup, therefore the cone size is reduced
from AR = 0.4 to AR = 0.2, which corresponds to a loosened track isolation criterion.
The uncertainty is given by the difference of the tight 1D efficiency for the nominal case
and the tight ID efficiency evaluated with the varied setup in each bin of Et and |n|.

¢ Closure uncertainty: An additional uncertainty is assigned due to the assump-
tions which are made to estimate the track isolation efficiencies of fake photons from
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6.2 Efficiency measurement with the Matrix Method

track isolation efficiencies

fake-photon-enriched regions in data. The relative differences of the track isolation efficien-
cies in region 1 and 3 and in regions 1+2+3+4 and 24344, as defined in Equation (6.12),
are evaluated using fake photon MC samples.

Az €5 — &5 Agb 180 0 314 —€5,344 6.19
€D = éb ’ e = éb ( : )
1 1424344

The relative differences are evaluated over the whole Ep range for each |n| region, due to
the large statistical fluctuations in the fake photon MC sample. The fake photon track
isolation efficiencies are varied up and down by these differences during the calculation of
the tight ID efficiency. The down variation of €% results in a lower tight ID efficiency, while
the up variation increases the efficiency. For the track isolation efficiency of fake photons
fulfilling the tight 1D requirement, él} p»> the up and down variations result in the opposite
behavior. Finally, the difference of each of the four variations and the nominal tight ID
efficiency is evaluated, and the variations which result in an increase or a decrease of the
efficiency are added in quadrature, respectively. The largest sum of variations is defined
as the closure uncertainty in each bin of Er and |n|. In Figure 6.4, the fake photon track
isolation efficiencies estimated from the different regions in MC simulation and from data
are shown, as an example, for the most central |n| region for converted photons. Similar
distributions for the remaining regions are shown in Appendix A.2. The efficiencies agree
with each other within statistical uncertainties, therefore, the method to estimate £* and
él} p is considered to be validated.

1= - (s = b — 1= J - s = b -
J.Ldt 79.78 b, (s=13TeV o Ng+z+s+4/N:’+z+3+4 (MC) Ldt=79.78fb", (s=13TeV o NQ/N? (MC)
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Figure 6.4: Track isolation efficiencies for fake photons measured in data and estimated from
fake photon MC samples for the regions defined in data.

Fudge factor uncertainty: This systematic uncertainty takes into account the un-
certainties on the FFs, which are used to correct the shower shape distributions for the
differences observed between data and MC simulation, and is applied in the Matrix
Method for the first time. Four variations of the FFs are applied to the prompt photon
MC sample. For each of these variations, a different set of shower shape variables is
varied in order to take into account their correlations: {Rhad}, {Rs}, {Ry, w2} and
{ws3, Wstot, fside}. The FF uncertainties are added to the shower shape variables before
applying the nominal tight ID requirements to the varied shower shape variables. Then,
the tight 1D efficiencies are calculated using the prompt photon MC sample with the
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varied shower shape variables and the difference between the varied setup and the nominal
tight 1D efficiency is considered as systematic uncertainty. The absolute values of the
uncertainties of the four different FF variations are finally added in quadrature. An
example for the breakdown of the total FF uncertainty into the different FF variations is
shown in Figure 6.5, while the distributions for the remaining |7| regions are shown in
Appendix A.3.

e Correction factor uncertainty: The uncertainty on the correction factor is directly
translated into an uncertainty on the tight 1D efficiency.

Finally, the total uncertainty is evaluated by adding the individual sources of uncertainty in
quadrature. In Figure 6.6, the different contributions to the total uncertainty of the tight ID
efficiency are shown for the most central || region for converted and unconverted photons,
respectively. The distributions for the remaining |7| regions are shown in Appendix A.4. The
dominant uncertainties at low Et are the closure uncertainty and the track isolation uncertainty.
The total uncertainty strongly decreases with increasing E, as the closure uncertainty becomes
less important due to the smaller fake photon contribution at higher Ep. At high Er, the MC
statistics and correction factor uncertainties become more important.
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Figure 6.5: Uncertainty resulting from the four different FF variations for the most central
|n| region for converted and unconverted photons. The total uncertainty is derived by adding
the absolute values of the four uncertainties in quadrature.

Figure 6.6: Uncertainty breakdown for the tight ID efficiency measurement for the most central
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6.2 Efficiency measurement with the Matrix Method

6.2.6 Measured tight ID efficiencies

In order to calculate the tight ID efficiencies, the track isolation efficiencies for prompt photons,
fake photons and the inclusive sample are estimated from prompt photon MC simulation,
fake-photon-enriched regions in data and the whole dataset, respectively. An example for the
distributions of the track isolation efficiencies and the corresponding purities, A and P, is shown
in Figure 6.7. While the track isolation efficiency for prompt photons is almost independent
from the photon Er, for fake photons it decreases with increasing Er. As the individual objects
inside a jet become more collimated for higher Er, the probability for a photon inside a jet to be
track isolated decreases. As the considered dataset is composed of prompt and fake photons, the
track isolation efficiency for the whole dataset is composed of both components. The purities A
and P increase with the photon Er, due to the decreasing fraction of fake photons.

> e . R > e . e
8 =
g 1 J Ldt=79.78 " (s=13TeV o 7 3 J Ldt=79.78 b, {s=13TeV o purity P
% i converted photons o & b converted photons e purity A
s F 0<pl<0.6 o : 1 = os<m<o06 m
= Lo 4 [ -e- ]
c_os e g o S S L oo T -
2 F g -
X~ re- E - 4
S 05 :—"‘-o—..‘_._ - | - i
= L .- —— N -
® ++.._ 055 —
- —e——0——0——0—-o
—o— - - =
. — 4 -.-+
—e— [ e 7
- -e—
= —o- B L 4
0 Il . T L . |
10? 10° 10% 10°
photon ET [GeV] photon ET [GeV]
a) b)

Figure 6.7: a) Track isolation efficiencies for the inclusive sample and fake photons, retrieved
from data, and for prompt photons, estimated from MC simulation, b) purities of the sample
before and after applying the tight ID requirements, A and P. These plots are examples
showing the most central |n| region for converted photons.

From these purities, the tight ID efficiencies can be calculated, which are shown in Figure 6.8
for the most central |n| region for converted and unconverted photons, respectively. In addition
to the tight 1D efficiencies measured in data, the tight ID efficiencies determined using prompt
photon MC samples are shown. The blue markers show the tight ID efficiency in prompt photon
MC simulation with the FF corrections applied, while the red markers show the corresponding
efficiencies without applying the FFs. It can be nicely seen that the agreement of the data and
MC efficiencies improves when the FF-based MC corrections are applied, especially at low Er.
The uncertainties of the tight ID efficiencies for converted photons, which are mostly dominated
by the closure uncertainty, are larger than for unconverted photons. The tight ID efficiencies for
both, converted and unconverted photons, increase for higher Et until approximately 100 GeV.
For higher values of E, the tight ID efficiency is almost constant. The tight ID efficiencies for
unconverted photons range from (84.3+2.9)% to (96.7 £2.2)% for the first to the last Et bin,
while for converted photons it ranges from (80.3 +13.9)% to (97.8 £0.3)%. Due to the good
agreement of data and the corrected prompt photon MC simulation, the final tight ID SFs are
very close to 1, as shown in Figure 6.9. The tight ID efficiencies and SFs for the remaining |7|
regions are shown in Appendix A.5.
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Figure 6.8: Tight ID efficiencies measured in 2015-2017 data with the Matrix Method for
converted and unconverted photons in the most central |n| region. The error bars include all
considered uncertainties as explained in Section 6.2.5. The efficiencies measured in data are
compared to the efficiencies of the prompt photon MC simulation with and without corrections
applied to the shower shape variables.
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Chapter 7

Analysis strategy in the H — ~~ channel

Measurements in the H — 7 decay channel benefit from the good photon energy resolution
of the ATLAS detector and allow to measure the Higgs boson signal as a narrow peak on top
of a falling background spectrum. Measurements of different quantities in the H — ~v decay
channel are presented in this thesis, which share a similar analysis strategy. In the following,
the common analysis strategy based on an unbinned likelihood fit to the invariant mass of the
diphoton system is presented, including the approaches for defining a signal and background
model, and the statistical model which is used to quantify the sensitivity of an analysis is
explained.

7.1 Unbinned likelihood fit to m.,

The invariant mass of the two photons originating from the Higgs boson decay, m.,, is used as
discriminant between the Higgs boson signal and background processes for most measurements
in the H — ~~ decay channel. There are only a few exceptions of analyses where other variables
offer a better discrimination, among these are primarily BSM searches for heavy new particles.
The diphoton invariant mass is calculated based on the four-momenta of the two pr-leading
photons in each event, which fulfill ¢tight ID and isolation requirements. The m., distribution
is characterized by a narrow Higgs boson signal peak, which is located around the Higgs boson
mass of 125.09 GeV and has a width of approximately 3 GeV, depending on the topology of
the selected events. The Higgs boson signal peak is located above the so-called continuum
background, which is characterized by a monotonically decreasing spectrum. The dominant
contribution to the continuum background are events with two high-pt photons which do not
originate from Higgs boson decays. Additional small contributions arise from events with jets
that are misidentified as photons.

A large number of processes provide contributions to the continuum background, so that it is
challenging to obtain a sufficient prediction based on MC samples. Instead, its contribution
is determined from a fit to data. An unbinned likelihood fit to m., with a signal and a
background component is performed to simultaneously estimate the Higgs boson signal and the
continuum background. Prior to that, models for the signal and the continuum background
need to be defined. While the signal model is determined based on Higgs boson MC samples,
the procedure for choosing a background model is more complicated and based on background
templates which are derived from diphoton MC samples and data control regions. The choice
of background model needs to be well motivated, as it might introduce a significant bias on the
fitted Higgs boson signal. Hence, a general strategy for the background modeling was developed
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Chapter 7 Analysis strategy in the H — ~~y channel

by the ATLAS collaboration. In the final signal4+-background (S+4B) fit, the parameters of
the signal model are fixed, except for its normalization, while the parameters of the selected
background model are free. An example for the m,, distribution for inclusive Higgs boson
production in the H — v decay channel is shown in Figure 7.1, illustrating the Higgs boson
signal and continuum background contributions which are estimated from an S+B fit to the
m.~ distribution observed in data. The m.. region between 120 and 130 GeV, which contains
the main proportion of the Higgs boson signal, is usually blinded during the optimization of an
analysis. However, the m., regions outside of this range, referred to as the data sidebands, can
be used for studies of the continuum background.
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Figure 7.1: The diphoton invariant mass distribution for inclusive Higgs boson production in
the H — v decay channel using the 2015-2017 dataset [4]. The fitted continuum background
is shown as a dashed blue line, while the result from the S+B fit is indicated by a continuous
red line, illustrating the narrow Higgs boson signal peak on top of the continuum background.

7.2 Signal modeling

The shape of the H — ~7 resonance, as expected from theory, is a Breit-Wigner distribution
with a very narrow width of about 4 MeV. However, the width and the shape of the observed
m.~ distributions differ from this theory expectation due to experimental limitations, such as
the photon energy resolution of the detector, resulting in a much broader asymmetric signal
distribution. Hence, the Higgs boson signal is modeled with a double-sided Crystal Ball (DCB)
function. The DCB function is characterized by a Gaussian core, whereas the tails of the
distribution follow a power law distribution. This functional form accounts for converted
photons where the electrons from the conversion loose a significant amount of their energy
through bremsstrahlung in the InDet, which causes the tails for the m,, distribution to be
non-Gaussian. The DCB function is defined as shown in Equation (7.1).
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2 .
e t/? if — ajow <t < apigh,
1.2 1 —Niow .
fDCB(m'yv) =N x { e 2%ow |:Rlow (Rlow — Qlow — t)} ift < —Qlow, (71)
_ 1,2 1 —Nhigh |
e 2 high [m(Rhigh — Qthigh + t)} if ¢ > ahigh-

The parameter t is defined as t = (my — ucp)/ocn, where pcp and ocp describe the mean

and the width of the Gaussian distribution, respectively. The normalization of the function

is accounted for by the parameter N, while the remaining parameters are properties of the

functions describing the non-Gaussian tails of the distribution: e, and apgn are defined by

the positions where the Gaussian distribution turns into the power law tails and 14, and np;gp

are the exponents of the power law functions describing the lower and upper tail, respectively.
[e] Qhigh

Based on these parameters, the ratios Ry, = nfow and Rp;gn = T are defined.
ow 19

The parameters of the signal model are determined by fitting the DCB function to the m.,
distribution predicted by MC simulations of all contributing Higgs boson production processes,
scaled to their cross sections. The signal model needs to be evaluated for each event selection
separately, as its parameters depend on the topology of the selected events. As the Higgs boson
signal MC is produced for a Higgs boson mass of exactly 125 GeV, the fitted signal model is
shifted by 90 MeV to match the measured value of the ATLAS and CMS combination.

An example for the signal modeling is shown in Figure 7.2 for a simple event selection requiring
two photons and either at least one lepton or no leptons and exactly zero jets. It can be seen
that the tails of this distribution are asymmetric and, hence, cannot be described by a simple
Gaussian function. In addition, the different parameters of the DCB function are indicated,
as well as the dependencies of the distribution in the central part and the tails, in order to
illustrate the properties of the DCB function.
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Figure 7.2: An example signal model determined from fitting a DCB function to MC simulation
for a simple event selection, requiring two photons and either at least one lepton or no leptons
and exactly zero jets. The core of the distribution follows a Gaussian function with the mean
pep and the width oo p, while the tails can be described by power law functions with the
exponents oy and npign. The parameters ooy and apign describe the positions where the
transitions of the Gaussian function to the power law tails occur.
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7.3 Background modeling

In the following, the strategy for choosing a background model is explained, which is composed
of three different steps: First, the method is described which is used to estimate the fraction of
real photons in the continuum background and the fraction of jets which are misidentified as
photons. Then, these fractions are used to construct a background template. The shapes of the
different contributions are extracted from diphoton MC samples and control regions in data.
Finally, different functional forms are fitted to this background template to estimate the bias,
the so-called spurious signal, which results from the choice of a specific function. Among these
functional forms, the background model is chosen by minimizing this bias and the number of
degrees of freedom of the considered functional forms.

7.3.1 Background decomposition

In order to construct a background-only (B-only) template, the relative contributions of the
different components of the continuum background need to be estimated. These include the
non-resonant production of a pair of photons (y7v), the production of a photon and a fake
photon (vj/jv) and the production of two jets which are misidentified as photons (jj). The
relative fractions of the v, vj/jv and jj contributions are estimated with the data-driven
2 x 2D sideband method [136, 137], by defining different orthogonal regions based on the tight
ID and isolation requirements of the photons.

The two pr-leading photons in each event are classified into one of four regions, depending on
whether they pass or fail the tight ID and isolation requirements. The region A defines the
signal region, where a photon passes the tight ID and isolation requirements, whereas region B
denotes the isolation sideband where the photon fails the isolation requirement. Photons which
fail the tight ID requirement are classified into the identification sideband region C, while the
remaining photons are classified into region D. The definition of the four regions is illustrated
in Figure 7.3.

Tight C

Tight

Isolated llsolated

Figure 7.3: Hlustration of the four regions which are defined by the 2 x 2D sideband method
for the pr-leading and -subleading photon, respectively. The region A corresponds to the
signal region where the photon fulfills tight ID and isolation requirements, while for the control
regions either one of the requirements or both of them fail. Region B is referred to as the
isolation sideband, C' is the identification sideband and D is the combined sideband.

In total, there are 16 possibilities to assign the pp-leading and the pp-subleading photon to

one of the regions, resulting in 16 equations describing the number of events in each region
N;;. The subscripts 7 and j indicate the region into which the leading and subleading photons
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7.3 Background modeling

are classified, respectively. Only events where both photons pass a subset of the tight 1D
requirements are considered, which are referred to as loose’ (loose-prime) events'. Hence,
photons failing the tight ID are still required to fulfill the loose’ requirement.

The event yield in each region can be expressed by introducing efficiencies for the leading and
subleading photon to pass the tight ID and isolation requirements, fake rates for the leading
and subleading jet in «j/jv and jj events and various correlation coefficients. A simplified
example for the event yield N44, where both photons are classified into region A, is presented
in Equation (7.2). In this simplified example the correlation coefficients are not considered.

_ AT TI TI TI
Naa =NZI+ NI NIT 4 NT
loose’ loose’
:N,w Eiso,y1Etight,y1 Eiso,y2Etight,yo + N»yj €iso,y1 Etight,y1 fiso,vg ftight,'yg + (72)

loose’ _ . ) . loose’ ¢t / / /
Nj’Y 67,50,')/2 €t7,ght,’yg fZSO,’Yl ftight,’n + ij fiso;yl ftight,'yl fiso,'yg ftight,’yg

The total number of events in data N 4 4 is given by the sum of the v+, v4, jv and jj contributions
of events with photons fulfilling the tight ID and isolation requirements. These can be expressed
through the number of events with photons fulfilling the loose’ requirement for each contribution.
The efficiencies for passing the tight ID or isolation requirement are given by e4ignt ., and €iso;
and are estimated from diphoton MC samples. The fake rates for the tight ID and isolation
requirements are described by the parameters fiight~, and fiso, for vj/jv events and by f/, ght

, .
and fi,, .. for jj events.

Vi

In total, 32 parameters are used to describe the event yields IV;; observed in data, from which
some are estimated from diphoton MC and some parameters are fixed to a constant value, such
as some of the correlation coefficients which are fixed to 1. The remaining free parameters in
the set of 16 equations, which include the fake rates in 7j/jv and jj events, are determined by
minimizing a y?, which is defined based on the number of observed and predicted events in
each region Nj;.

Different sources of systematic uncertainty are assigned to the vy, vj/jv and jj fractions,
which are estimated through a variation of the loose’ definition, a variation of the shower shape
variables by using the uncorrected values, and a variation of the event generator by using
PYTHIAS instead of the nominal generator SHERPA. However, as the v, vj/jv and jj fractions
are only used to construct the background templates for the selection of a background model,
these uncertainties on the relative fractions are not considered in the following. For the inclusive
H — ~v sample, the 77, vj/j7 and jj continuum background components roughly result in
fractions of 78%, 19% and 3%, respectively.

7.3.2 Background templates

Once the contributions of the different components of the continuum background are estimated,
these can be used to construct the B-only template. To derive the m,, shape of the vy
contribution, the diphoton MC sample can be used, which in general offers a reasonable
description of the shape. An exception occurs for final states with a large number of jets, where
the diphoton MC sample does not provide enough events to sufficiently describe the continuum
background. This is for example the case for tH and ttH final states, where an alternative

'The requirements on fside, AF and wss are dropped.
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strategy is used to derive a background template. This alternative approach is discussed in
Chapter 9.

For the vj/jv (collectively referred to as vj in the following) and jj contributions, no MC
samples exist that provide a sufficient number of events to extract the respective m., shapes.
Therefore, data control regions enriched with fake photons are defined. This is done by reversing
the tight 1D requirement and replacing it with the loose’ requirement, which was introduced
in the previous section. The loose’ and isolation requirements are kept, to ensure that the
selected fake photons have a signature similar to real photons. The reversed requirement is then
applied to either the pp-leading photon, the pr-subleading photon or both photons to extract
the vj and jj shapes, respectively. As the m,., distributions of these data control regions are
in general still characterized by large statistical fluctuations, they are not directly transferred
to the B-only template. Instead, a reweighting is applied to the m,. distribution of the vy
component, to match the shape of the vj and jj distributions. This is done by dividing the m.,
distribution of the vy template by the vj or the jj template derived from data, respectively,
and fitting their ratio with a linear function. This linear function, which describes the slope
difference between the different templates, is then used to derive weights which are applied to
the v+ template.

Finally, the templates for the v+, vj and jj contributions are added according to the relative
fractions which are derived as explained in the previous section. The overall normalization
of this B-only template is estimated from the number of observed events in the m., data
sidebands.

7.3.3 Spurious signal test

For the final selection of a background model, an S+B fit is performed to the B-only template.
The amount of fitted signal, which is referred to as the spurious signal, Ngpyur, is a measure for
the bias which is introduced by the chosen model. It is considered as a systematic uncertainty
in the final analysis.

Several different functions with varying complexity are considered for the background model.
The simplest functions, such as an exponential function with only one degree of freedom, are
expected to be an adequate choice for signal regions with a low number of expected events.
The small number of degrees of freedom prevents the fit function from adapting to statistical
fluctuations of the m,, distribution in data. In contrast, for regions with a large number of
expected events, these simple functions do not sufficiently describe the continuum background
and more complex functions are considered to be a reasonable choice. In general, the functional
form with the smallest number of degrees of freedom which provides a reasonable description of
the background is chosen. The following functional forms, which are arranged in increasing
order of complexity, with the free parameters ¢; are considered as background model:

A simple exponential function: frzponential(Myy) = elc1myy)

3 . J— C
Power law function: fpowerLaw (M) = msh,

Dijet function: fpijet(mqy) = 2 - (1 — 2)® with 2 = (F15367)

An exponential function of a polynomial of second order:

22 4o . —100 GeV
— plerz®teaw — [ My
fEzpPoly2(My) = el ) with z = ( 100 Gev )
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e Bernstein polynomials of 3rd to 5th order:
By (myy) = Zi]\io ¢i - biy with by y = (]j)mzw(l - mﬂw)N_i

To make sure that the chosen background model does not introduce a large bias on the fitted
number of signal events, certain requirements need to be fulfilled in order to accept a functional
form as a background model candidate. An S+B fit to the B-only template is performed as a
function of m. in the range between 121 and 129 GeV. For this S+B fit, the signal model which
is determined from MC simulation, as described in this chapter, is assumed. The maximum
amount of fitted spurious signal in this region, | NG 3Y|, is used as a systematic uncertainty in

the final fit to m.. Two criteria on |[NJ7Y| are defined: [NipX| needs to be small compared to
either the expected number of signal events, Sy, as shown in Equation (7.3), or the expected

statistical uncertainty on the signal yield, 4.5, as shown in Equation (7.4).

| Napur |/ Sref < 10% (7.3)
[Npar |/05 < 20% (7.4)

The function with the lowest number of degrees of freedom which fulfills one of these requirements
is chosen as background model. If one of the requirements is fulfilled for two or more functions
with the same number of degrees of freedom, the one which is causing the smaller bias is
chosen.

In some cases, it is challenging to choose a background model with this procedure if the B-only
template is characterized by large statistical fluctuations. In this case, the fitted spurious signal
is dominated by statistical fluctuations in the template, resulting in large values for |N§gﬁf .
As a consequence, it may happen that none of the functional forms passes the requirements in
Equations (7.3) and (7.4) or only functions with a high number of degrees of freedom, which

are not considered a reasonable choice.

For these cases, where the spurious signal test fails due to statistical fluctuations in the B-only
template, relaxed spurious signal criteria were developed which take into account the statistical
uncertainty of the background template. A new variable (spur is defined, which replaces Ngpi¥ in
Equations (7.3) and (7.4), and compensates local 2 o fluctuations in the background template:

Nspur + 2AMC if Nspur + 2AMC' < 0,
CSpur = Nspur - 2AMC’ if Nspur - 2AMC’ > 07 (75>
0 other cases.
In this new definition, Ay is the statistical uncertainty of the B-only template for a certain
value of m.~. An additional criterion is introduced for the relaxed spurious signal criteria to

ensure that a function offers a sufficient description of the background template in the whole
considered m.~ region, requiring the x? probability to be larger than 1%.

7.4 Statistical model

In this section, the statistical model which is used to describe and interpret the expected or
observed data is explained. First, the structure of the likelihood function is described, which
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is used to determine the parameter of interest (Pol) and its uncertainty based on a profile
likelihood ratio. Then, the test statistic, which is based on this profile likelihood ratio, and its
asymptotic approximation are presented. Finally, the procedure for estimating the expected
limit and the expected significance based on a representative dataset, the so-called Asimov
dataset, and the C'Lg method are described.

7.4.1 Definition of the likelihood function

As explained in Section 7.1, the m., distribution is described by a likelihood function with
signal and background components. The likelihood function is defined based on the poisson
probabilities in each category 7 or, in case of a differential cross section measurement, in each bin
i of a distribution [2, 138]. For the optimization studies presented in this thesis, the likelihood
function shown in Equation (7.6) is used, which only considers statistical uncertainties. This is
considered to be a valid approach, as the statistical uncertainty is expected to be dominant for
the considered processes in the H — v+ decay channel.

S +bz e si+b; ’ j
Li(p) = BB v T fimd ) (7.6)
j=1

n;!

The likelihood function depends on the signal strength i, which is the Pol in this example. It
is defined as the ratio of the observed or hypothesized cross section for a specific process, s,
and the cross section predicted by the SM: p = ggﬁ The expected signal yield s; is scaled by p
in order to measure deviations from the SM expectation. The expected number of background
events is given by b;, while n; describes the observed number of events. The function f;(m?-),
defined in Equation (7.7), is the probability density function (p.d.f.) of m., for each event j,
which is composed of the signal component, f’, and the background component, ff’.

s )+ )
ps; + b;

film,, (7.7)

While for the optimization studies it is sufficient to consider only statistical uncertainties, for
the final analysis several systematic uncertainties need to be taken into account. These are
defined as a set of nuisance parameters (NPs) 0 in the likelihood function. The parameters
which are affected by a systematic uncertainty of the size ¢ are multiplied with a response
factor Fg(o,0) = (1+ o - 6), in the case of a Gaussian constraint, or Fyy(c,0) = eVn(1+o%)0
in the case of a log-normal constraint. In addition, the NPs enter the constraints term G(6),
which is defined as the product of unit Gaussian constraints that are introduced for each NP.
The complete likelihood function, which considers the systematic uncertainties, is shown in

Equation (7.8).

(1si + by + nSPUr - Py

i

e et t O T Fi(my, 07, 605,68) - G(O)
j=1
(7.8)
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The expected event yield in the Poisson probability term is modified by adding the spurious signal
uncertainty, given by n;*"" - 07°" as an additional component. Here, the absolute value of the
maximum amount of fitted spurious signal is denoted by n?pur. Additional NPs are considered
by the p.d.f. describing the m.., shape, fitm, O:P", 62, 6%), as shown in Equation (7.9). These
include NPs affecting the signal shape, 87, which describe uncertainties affecting the width
and the position of the DCB function, and NPs affecting the background shape, 0?, which
include the free parameters of the background model. The nuisance parameters related to the
background model do not enter the constraints term. For a combined fit of various categories or
the different bins of a differential distribution, the product of the individual likelihood functions
L; is considered.

(usi + 0P - OP") - f2(my, 0) + b; - f2(mh,,0°)
psi + by + P - 9P

fi(mg,y, o, 05, 02) = (7.9)

7.4.2 Profile likelihood based test statistic

A test statistic, based on a profile likelihood ratio, is defined which allows to estimate the
uncertainty on the Pol and to test different values of p for the calculation of expected limits or
the expected significance. The test statistic, which is used for the measurements presented in
this thesis, has the form:

D»

L(u,
L(jt,

)

t, = —2In

(7.10)

[wu)
~—

The denominator of the profile likelihood ratio describes the unconditional likelihood function

A

which is maximized for the values /i and 8. The numerator L(y, 8) describes the conditional
likelihood function, which is maximized by 0 for a hypothesized value of p. The profile
likelihood ratio L(u, é) JL(f, é) adopts values between 0 and 1, where a value of 1 corresponds
to a good agreement between the estimator [ and the tested value pu. For the entire test
statistic, increasing values of ¢, correspond to a decreasing compatibility.

The test statistic for a hypothesized value of u, for a dataset which is characterized by a signal
strength 1/, can be expressed through the asymptotic approximation [138], assuming that /i
follows a Gaussian distribution with a mean ' and a width o,

~

2
t, = (MU/%M)—i-O(l/\/N), (7.11)
where O(1/v/N) can be neglected for large sample sizes N. The test statistic ¢, can then
be interpreted as a non-central x2-distribution. This allows to easily construct confidence
intervals of the profile likelihood test statistic, in order to estimate the uncertainty on the Pol.
Furthermore, a so-called Asimov dataset can be defined based on the assumption i = p’, such
that the estimators are equal to the expected values for this dataset. Using the asymptotic
approximation and the Asimov dataset allows to easily estimate the p.d.f. of the test statistic
f(tu|p') for a hypothesized value p. This is in particular helpful for the calculation of expected
limits, where several different hypotheses of u are tested, as explained in the following section.
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Chapter 7 Analysis strategy in the H — ~~y channel

7.4.3 Calculation of expected significances and limits

Statistical tests can be performed in order to quantify the significance of a signal or, in the
absence of a signal, to derive limits on specific model parameters. Therefore, different hypotheses
are defined and their compatibility with data is tested. The B-only hypothesis describes the
background processes expected by the SM, while the S+B hypothesis describes the background
processes and yet unobserved signal contributions. For the discovery of a new process, the
B-only hypothesis is required to be rejected. In order to set 95% confidence level (CL) limits,
the compatibility of the S+B hypothesis and data is quantified. In this thesis, limits on the
signal strength p are derived by scaling the expected signal with p in order to find the largest
value of u which is still compatible with the data within the 95% CL. An Asimov dataset is
used to calculate the expected values for the limits and the significance during the optimization
studies.

In order to quantify the level of agreement between the hypothesis of interest and either the
observed data or the Asimov dataset, p-values are calculated, which describe the probability
for a certain hypothesis to find data which are equally or even more incompatible with the
prediction. The p-value can be expressed as a significance Z, by reinterpreting it as the area
under the upper tail of a Gaussian function with center at 0 and unit width in a range [Z, oo].
In this definition, Z describes the distance from the mean of the Gaussian distribution in terms
of standard deviations. A new signal is discovered if the B-only hypothesis, defined by u = 0,
is rejected with a significance of at least 50 or equally a p-value of at most 2.87 - 10~7. For
limit setting, the S+B hypothesis is considered to be compatible with data for a p-value > 0.05,
which corresponds to 1.64 0.

For the calculation of the expected limit and significance, the profile likelihood ratio based test
statistic, as shown in Equation (7.10), is used. While the general definition of ¢, is unchanged,
slightly modified test statistics, which consider some special cases, are used for the different
hypothesis tests as explained in the following. For the estimation of the expected limit on u, an
alternative test statistic fu is defined, which considers two special cases:

0 for p < i1,

P ) o Lub() -

ty 21n L0.6(0) for 1 <0, (7.12)
ty otherwise.

Hence, values of p are not considered if they are smaller than the estimator fi. For these values,

t,, is set to 0. In addition, if the estimator /i is smaller than 0, the test statistic is evaluated for
it = 0, which corresponds to the B-only hypothesis.

For the calculation of an expected significance, the test statistic is evaluated for ;1 = 0, assuming
the B-only hypothesis. A test statistic ¢ is defined, which considers upward and downward
fluctuations of the data with respect to the background prediction:

(7.13)

. +t, for it >0
"7ty for i<0

Finally, the p-value is calculated to quantify the agreement of the tested hypothesis with data.
The p-value for an observed value ¢, .5 is calculated as the integral of the p.d.f. of the test
statistic f(t,|p) for a hypothesized value p:
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Pu = / N ftulp)dt, (7.14)

t,u,obs

Hence, the p-value corresponds to the area under the f(¢,[u) distribution for ¢, > t, o For
estimating the expected limits, a special procedure is used for analyses with a small sensitivity,
e.g. due to the small cross section of the signal process. The C'Lg method [139] is adopted for
experiments where the signal expectation s is small compared to the background expectation b,
which is the case for the rare processes investigated in this thesis. For these experiments, the
S+B hypothesis is by construction rejected in 5% of the cases, although there is no sensitivity.
In this case, there is a large overlap of the p.d.f.s for the B-only and the S+B hypothesis.
The p-value for the S+B hypothesis psiy = P(t, > t, 0ps|s + b) becomes very small, while
the associated p-value of the B-only hypothesis p, = P(t, < t,0s/b) gets large if there is a
downward fluctuation of the data.

The CLg method, which is defined based on the p-values psyp and py, introduces a penalty
term to prevent the exclusion of the S+B hypothesis in these cases:

Ps+b
CLg=—""— 7.15
L—ps (7.15)

The requirement for the exclusion of an S+B hypothesis ps1p < 0.05 is replaced by the
requirement C'Lg < 0.05. For experiments with a low sensitivity, the denominator 1 — p;, gets
small for downward fluctuations of the data, which leads to larger values of C'Lg and, hence,
prevents a hypothesis from being falsely rejected. For other cases, where a separation between
the S+B and B-only hypothesis is possible, p; gets small and the value of C'Lg is similar to the
nominal value ps1p. In Figure 7.4, the calculation of the p-values for the S+B and the B-only
hypothesis is illustrated.

— 0.2
T L
[ qobs
0.15 - ‘
L f(gls+b)
o1l f(qlb)
0.05 Py
[ I:)s+b
0 -10 0 10

q

Figure 7.4: Tllustration of the p.d.f.s of a test statistic ¢ (which represents t,) for the S+B
and the B-only hypothesis and the corresponding p-values, psip and py, for an observed value
Qobs [138].
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Chapter 8

Selection of diphoton events

In order to reduce the amount of data which needs to be analyzed and to improve the ratio of
H — ~~ signal events to the continuum background, only events containing two photons which
are likely to originate from H — 7+ decays are selected. The ATLAS analyses in the H — vy
decay channel share a common diphoton selection, which is optimized to efficiently reduce the
large non-resonant background and to offer a sufficient signal efficiency at the same time. The
photon selection proceeds in various steps, which are explained in the following. A distinction is
made between the basic diphoton preselection, based on loosely identified photons, and the final
selection of diphoton events which are used for measurements in the H — vy decay channel. In
addition, the reconstruction of the diphoton primary vertex is shortly explained, which is used
to determine the direction of the photon candidates more precisely.

As an example, the efficiencies of the different steps of the diphoton selection are shown in
Figure 8.1 for the tHjb MC sample. The overall efficiency for the diphoton selection amounts
to about 33% for this process. Due to differences in the kinematics of the photons originating
from the Higgs boson decay, the efficiency of the diphoton selection depends on the Higgs boson
production mechanism and therefore slightly differs for the other processes.
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e 3
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Figure 8.1: The efficiencies of the individual selection steps of the diphoton selection as an
example for the tHjb MC sample. The first five requirements correspond to the diphoton
preselection, as indicated by the dashed red line.
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Chapter 8 Selection of diphoton events

8.1 Diphoton preselection

A basic preselection is performed in order to select events with two photon candidates within the
detector acceptance. These basic selection requirements need to be fulfilled for all events which
are considered in the following chapters. The events which are obtained after the preselection are
characterized by loosely identified photons and are used for studies of the continuum background
in regions with a very small number of expected events, which in particular applies to the t H
and ttH event selections. The following requirements define the diphoton preselection:

e Diphoton trigger: As a first step, a trigger requirement is applied to MC simulation
and data. A diphoton trigger is used which requires two clusters in the EM calorimeter
to be present with Et thresholds of 35GeV and 25 GeV for the Er-leading and the
FEr-subleading cluster, respectively. These clusters are used to define trigger level photon
objects which are required to fulfill the loose photon ID criteria for 2015-2016 data, while
for 2017 data the medium photon ID criteria' were considered. This first selection step is
particularly important for the selection of Higgs boson candidate events in data, while in
signal MC simulation this requirement is fulfilled for a large fraction of events.

e Primary vertex: As the Higgs boson is produced during a hard scattering process,
selected events are required to have a reconstructed primary vertex.

e Two photons fulfilling loose ID: The events are required to contain at least two
reconstructed photons with pp > 25GeV and |n| < 2.37, excluding 1.37 < |n| < 1.52,
which fulfill the loose ID requirements. The two pr-leading photons in each event are
considered as Higgs boson candidate.

e e-v ambiguity: As the same reconstruction algorithms are used for electrons and
photons, an object can be reconstructed as both, an electron and a photon. Based on
the procedure explained in Section 5.1.1, this ambiguity is resolved by using additional
criteria mainly based on tracking and vertex information.

o Trigger matching: The two selected photon candidates are required to match the
objects which fired the diphoton trigger.

8.2 Diphoton primary vertex reconstruction

The two photon candidates are used in order to reconstruct the diphoton primary vertex [2].
Commonly, the hardest vertex is chosen as a candidate for the hard-scattering vertex, which is
defined as the vertex with the highest sum of squares of the pr of associated tracks (3 p3.).
As photons do not leave tracks inside the InDet, this choice often results in a misidentification
of the H — ~~ decay vertex. Therefore, a neural network (NN) based approach is used in
order to identify the vertex of the H — v decay among all reconstructed vertices. The inputs
which are provided to the NN are information about the direction of the two photon candidates,
tracking and primary vertex information. The efficiency for selecting the correct vertex? using
the NN-based diphoton primary vertex selection is about 79% for simulated ggH events. The
efficiency increases if additional jets or charged leptons are produced and lies within 84% and

'The photon ID criteria were tightened for the trigger used during 2017 data-taking, to take into account the
on average higher pileup. An additional requirement on FE:aio is added for the medium ID criteria.
2The selected vertex is required to be within 0.3 mm of the truth vertex to be classified as the correct vertex.
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97% for the other Higgs boson production processes. The validation of the NN is performed
using MC simulations and data containing Z — eTe™ events. Finally, a correction is applied to
the direction of the photon candidates based on the reconstructed diphoton primary vertex,
leading to an improvement of the m. resolution.

8.3 Final diphoton selection

Among the candidate events containing two photons which fulfill loose ID requirements, only
events fulfilling additional quality criteria are used for the final analyses. These requirements
include tighter requirements on the two photon candidates for a further reduction of the
continuum background and in particular the fraction of jets which are misidentified as photons:

o Tight ID: Both photons are required to fulfill the tight ID requirements, which are
defined based on the shape of the calorimeter showers, in order to reduce the contribution
from hadronic fakes.

e Photon isolation: Both photons need to fulfill the isolation criteria which are described
in Section 5.1.1, including track and calorimeter isolation requirements, in order to make
sure that the photons are isolated from hadronic activity.

o Relative pr cuts : The photons originating from H — 77 decays are characterized
by a relatively high pp in contrast to the photons in the continuum background, due
to the large mass of the Higgs boson. Relative pr cuts are applied to the pp-leading
(pr-subleading) photon, requiring the pr to be larger than 0.35 (0.25) X m.,.

e Diphoton invariant mass window: Events with a diphoton invariant mass in the
range my~ € [105, 160] GeV are selected. This window is asymmetric around the Higgs
boson mass of approximately 125 GeV. As the continuum background is estimated from a
fit to m.,, a sufficient number of data events needs to be available below and above the
Higgs boson mass peak. As the spectrum is continuously falling, the number of events with
M~y > 130 GeV is significantly smaller than the number of events with m., > 120 GeV.
Therefore, the m.,, range above the Higgs boson mass is chosen to be larger to ensure a
sufficient number of events in the tail of the m,, distribution for a reliable estimation
of the continuum background. Furthermore, when considering lower values of m.., the
continuum background distribution is not continuously falling anymore, but instead shows
a turn-on due to the Ep requirements applied by the diphoton trigger.

In a nutshell, the Higgs boson candidate events are characterized by two high-pp photons
fulfilling tight ID and isolation requirements. These events are referred to as T'I events (tight
and isolated), whereas for optimization and background modeling studies also events where at
least one of the photons fails the tight ID or isolation criteria are used, which are referred to as
NTNI events (non-tight, non-isolated). The region with 105GeV < m,, < 160 GeV around
the Higgs boson mass is considered to allow for a fit of the continuum background spectrum
using the selected background model. In the following, only events which pass the full diphoton
selection or the diphoton preselection are considered. Unless otherwise stated, the full diphoton
selection is applied.
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Chapter 9

Search for Higgs boson production in association
with a single top quark

As explained in Chapter 2, the coupling of the Higgs boson to the top quark Y; is expected to
be large in the SM, as the Higgs boson’s coupling to fermions is proportional to their mass and
the top quark is the heaviest elementary particle in the SM. Therefore, the coupling Y; is an
important property of the Higgs boson and its measurement is of paramount importance to test
whether the properties of the discovered Higgs boson are consistent with those predicted by the
SM. The ttH and tH processes both provide the possibility to directly measure Y;. However,
tH production additionally provides sensitivity to the relative sign between Y; and the coupling
of the Higgs boson to the W boson, grww, due to a destructive interference in the SM. This
property of tH production makes it an interesting process to study, despite its small cross
section, providing sensitivity to BSM scenarios for Y;. In this chapter, a combined search for
ttH and tH production with a dataset of 36.1fb~! is presented. At the ATLAS experiment,
this is the first time of defining a dedicated event selection targeting the tH topology.

Several measurements were performed at the LHC during Run 1 and Run 2 by the ATLAS and
CMS experiments in order to find an evidence for top-quark-associated Higgs boson production.
Due to the small cross section of tH production, most tH measurements in Run 1 focused on
the BSM scenario of k; = —1 which comes along with an increased tH cross section, while for
ttH production the SM scenario was considered. An overview of the different measurements,
performed by the ATLAS and CMS experiments, is given in the following section.

9.1 Measurements of top-quark-associated Higgs boson
production at the LHC

At the ATLAS experiment, in Run 1 a search for Higgs boson production in association with
top quarks, including ¢ttH and tH production, was performed in the H — 7 decay channel
using data corresponding to 4.5fb~! and 20.3fb~! [140] collected at /s = 7TeV and 8 TeV,
respectively. Two categories were defined, which were optimized for events with leptonic and
hadronic final states. While the leptonic event selection is characterized by relatively loose
requirements, thereby selecting ttH as well as tH events, the hadronic event selection uses tight
requirements on the number of jets in order to reduce the ggH background, which also reject
tH events. No evidence was found for ttH and tH production and, hence, a 95% CL limit
of 6.7 u was set on the signal strength. In addition, 95% CL limits were set on the coupling
strength modifier k¢, excluding values k; < —1.3 and k; > +8.0.
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In Run 2, two ttH categories were included in the H — 7 measurement of production cross
sections at the ATLAS experiment using data corresponding to 13.3fb~! [1] collected during
2015 and the early data-taking period in 2016. The two categories were targeting leptonic and
hadronic final states, respectively. A signal strength of pz; = —0.25 ’_L(l):gg was measured and no
evidence for ttH production in the H — «~ decay channel was found. Another measurement
was performed at the ATLAS experiment using the 36.1fb~! dataset collected in 2015 and 2016
and included ttH as well as tH categories [2]. The analysis strategy, the optimization of the

tH and ttH categories and the results are presented and discussed in this chapter.

Finally, a measurement of tt H (H — ~+) production was performed with the 2015-2017 dataset |3,
4], corresponding to 79.8 fb~!. A significance larger than 3 o was expected for this measurement,
thus it provided the possibility to obtain evidence for ttH production in the H — v decay
channel for the first time. For this reason, tH production was only considered as background in
this analysis. The measurement included seven ttH categories targeting leptonic and hadronic
final states. The categories were defined based on BDT discriminants, which were used to
reduce the ggH and continuum background contributions. The observed (expected) significance
for ttH production in the H — v decay channel was 4.10 (3.7¢). A combination with other
Run 2 measurements of t#H production in the channels targeting Higgs boson decays into bb,
WW, ZZ and t7 was performed, resulting in an observed significance of 5.8 ¢ and thereby
providing the first observation of t¢H production at the ATLAS experiment. The ttH(H — )
measurement was updated with the full Run 2 dataset of 139 fb~! [141], resulting in an observed
(expected) significance of 4.90 (4.20).

At the CMS experiment, ttH production was also observed for the first time by combining
analyses considering the bb, WW, ZZ, 77 and v final states [19], which were performed
using datasets collected at center-of-mass energies of 7, 8 and 13 TeV, and resulted in an
observed significance of 5.2 ¢. Similar to the ATLAS measurement, multivariate analysis (MVA)
techniques were used in the H — ~7 decay channel at /s = 13 TeV [142] for hadronic final
states, to separate ttH events from multijet backgrounds. This measurement of t¢H in the
H — ~~ channel was performed with a dataset corresponding to 35.9fb~! and a signal strength
of 2.2 fg:g was measured.

In addition, searches for tH production with x; = —1 were performed at the CMS experiment
in various Higgs boson decay channels using the dataset collected during Run 1 [143]. The
considered Higgs boson decay channels include 47, bb, multilepton and 77 final states. An
MVA discriminant was used in the H — ~~ channel to distinguish between tH and ttH final
states. No evidence was found for tH production with x; = —1, therefore limits were set on
the signal strength. The observed (expected) upper 95% CL limit on p,,—_1, after combining
the different decay channels, amounts to 2.8 (2.0). The H — v decay channel provided the
highest sensitivity with an observed and expected upper limit on i, —=—1 of 4.1.

A separate search for SM-like tH production was performed at the CMS experiment using the
2016 dataset corresponding to 35.9 fb~1 [144]. The Higgs boson decays into WW, 77, ZZ and
bb were considered in separate measurements, which were finally combined to constrain ;. In
addition, the vy channel was considered by using the results from the ¢t H measurement at
35.9fb~1, as the ttH categories also include significant fractions of tH jb and WtH events. For
an SM-like coupling of the Higgs boson to vector bosons, positive values of k; were favored by
the data, while excluding values outside the regions [-0.9, -0.5] and [1.0, 2.1] at 95% CL.
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9.2 Strategy for the measurement of tH production

The measurement of tH production is challenging due to its small cross section. First studies
on the prospects for the measurement of tH production in the H — ~~ channel were presented
in Ref. [145]. Tt was shown, that t¢H production is the main background for tH production due
to the similar final states. Especially requirements on the number of jets help to reduce the ttH
contamination, but due to its much larger cross section it remains the dominant process for
the event selection presented in Ref. [145]. Therefore, a combined measurement of tH and ttH
production is considered to be the most promising approach to draw conclusions on Y; with
the available 201542016 dataset, due to the large overlap of the tH and ttH event selections.
In order to improve the sensitivity to tH and ttH production, several categories with varying
signal-to-background ratio S/B are defined. For the optimization of the tH and ttH categories,
the following aspects are considered:

o Categorization: Categories with varying S/B are defined based on different event
topologies. In order to ensure orthogonality of the different categories, these are filled in
a predefined order so that every event can only enter exactly one category.

e Ordering of categories: Categories aiming for the selection of rare processes are defined
first, to improve the S/B in these categories. Therefore, the categories targeting ¢tH final
states are filled before the ttH categories. Similarly, categories targeting final states with
leptons are filled before categories targeting purely hadronic final states.

e Considered signal processes: Only tH jb and WtH production are considered as signal
processes, while the s-channel tH production is neglected due to its small cross section.
In the optimization studies, ttH production is treated as background. As the WtH final
state is very similar to t¢H production and can only be differentiated by the presence of
one additional jet in the tH topology, the optimization studies focus on the tH jb final
state. This is further motivated by the fact that the tH jb cross section is a factor ~ 3
higher than the WtH cross section.

e Maximize expected limit for tH categories: Previous optimization studies showed
that it is unlikely to measure SM-like tH production in the H — vy decay channel even
with the full Run 2 dataset. Therefore, the tH categories are optimized by maximizing
the expected limit on p.

« Maximize expected significance for ttH categories: Unlike tH production, achiev-
ing an evidence for t¢H production in the H — ~v channel is within reach with the Run 2
dataset. Therefore, the ttH categories are optimized in order to maximize the expected
significance.

The search for tH and ttH production is part of an analysis which targets various Higgs boson
production modes in order to measure their cross sections, their signal strengths and the
couplings of the Higgs boson. Therefore, additional categories targeting V H, VBF and ggH
production are part of the analysis. In total, 31 categories are defined in a well-defined order,
which is determined by the cross sections of the processes. The tH and ttH categories are
defined first due to their small cross sections. Finally, a simultaneous fit to the m..,, distributions
of all categories is performed, which helps to constrain the Higgs boson background processes
in the ttH and tH categories.
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9.3 Optimization of tH categories

First prospective studies for a measurement of tH production were performed in Ref. [145]
with /s = 8 TeV MC samples, which were PDF-reweighted to /s = 13 TeV by scaling the
considered PDFs to higher proton energies. The results of these prospective studies are used
as a basis for the studies presented in this chapter. They are validated using /s = 13 TeV
MC samples and a reoptimization of the event selection is performed, which is presented in
the following. In these studies it was shown, that an MVA approach for the separation of ttH
and tH jb production works very well, but due to the small cross section of tH production it
does not significantly improve the expected limits. Hence, a cut-based approach is presented in
the following. The combination of the proposed cut-based leptonic and hadronic categories in
Ref. [145] results in an expected limit of 9.8  for a dataset corresponding to 100 fb™!.

The event selection is targeting the tH jb final state, where the top quark in almost 100% of
the cases decays into a b quark and a W boson, which further decays either leptonically into
a charged lepton and the corresponding neutrino or hadronically into two quarks. Therefore,
two event selections are developed which target leptonic and hadronic final states separately.
In Figure 9.1, the Feynman diagram for tH jb production in the 4FS, including all subsequent
decays, is shown. The tH jb final state is characterized by the presence of

a light flavor jet from the production,

a b-jet from the top quark decay,

a possible second b-jet produced during the gluon splitting,

a charged lepton and E%ﬁss or two additional jets.

For the calculation of expected limits and significances during the optimization studies, it
is assumed that the shape of events originating from Higgs boson production processes are
described by a Gaussian m.,, distribution with a mean of 125 GeV and a width of 1.5 GeV, while
the shape of the continuum background is described by a simple exponential function. Only
statistical uncertainties are considered during the optimization studies, as these are expected
to be dominant. Furthermore, the optimization is performed assuming the SM coupling with
k¢ = +1 for tH production. The kinematics of the tH final state particles are very similar for
Kkt = +1 and the BSM scenario with x; = —1, as shown in Appendix B.1. Hence, the optimized
event selection also provides sensitivity to tH production with x; = —1.

q q’

Ve,q

Figure 9.1: Example Feynman diagram for tH jb production in the 4FS and the subsequent
decays. The expected final state particles are highlighted in red.
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In order to perform a combined measurement of t H+tt H production, the optimized ¢t H categories
are finally combined with categories optimized for ttH production. During this harmonization of
the tH and ttH categories, the definition of the optimized tH categories is slightly changed. In
the following, first the data-driven strategy to estimate the continuum background contribution
is explained. In contrast to the Higgs boson backgrounds, the continuum background cannot
be determined from MC samples. Then, the optimization of the leptonic and hadronic tH
categories is presented, as well as the final categorization, which is used for the combined
measurement of tH and ttH production.

9.3.1 Continuum background estimation

The composition of the continuum background for tH and ttH final states is barely known,
due to the small number of events in the data m.,, sidebands and the large number of
processes that might contribute to this background, such as ¢t and single top quark production,
W /Z+jets production or QCD multijet production with additional prompt or fake photons
in the final state. Hence, no MC samples exist which sufficiently describe the continuum
background for the investigated final states. Likewise, the data m.. sidebands with m.~ ¢ [120,
130] GeV are characterized by large statistical fluctuations, so that they are not suitable to draw
conclusions on the continuum background during the optimization studies. Therefore, in order
to avoid optimizing on statistical fluctuations in the m., sidebands, the continuum background
contribution is estimated using the ABC D method based on control regions in data that are
characterized by a larger number of events. These control regions consist of events failing tight
ID and/or isolation requirements, so-called NT' NI events. The ratio of the number of events in
the m., sidebands (71 events) and the number of NT NI events, N71/NNTNI ig considered.
This ratio is assumed to be similar for two different event selections sell and sel2:

TI TI
Nsell ~ Nsel2 (9 1)
NNTNI ~ NNTNI :
sell sel2

Hence, if a second event selection sel2 is defined with st;lfz > ngl, the continuum back-

ground expectation Ng;lfl can be evaluated for the tested event selection sell by rearranging
Equation (9.1). The continuum background is estimated using 36.1fb™! of data collected at
/s = 13TeV. For the optimization studies, a hadronic t£H event selection! is used as reference
event selection sel2. However, this reference event selection was found to underestimate the
number of continuum background events in the leptonic categories. For the final evaluation of
the expected sensitivity of the full tH+ttH categorization, a leptonic reference event selection®
is thus used to estimate the continuum background in these categories. As the proportion
of the estimated number of continuum background events in the different leptonic categories
remains unchanged, the choice of reference event selection does not affect the validity of the
optimization studies.

'The hadronic reference event selection requires no charged leptons, at least 5 central jets with pr > 30 GeV
and at least 1 b-tagged jet (77% WP).

2The leptonic reference event selection requires the presence of at least one charged lepton, at least two central
jets with pr > 25 GeV and at least one loosely b-tagged jet (85% WP).
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Chapter 9 Search for Higgs boson production in association with a single top quark

9.3.2 Leptonic categories

Event selections targeting leptonic signatures are usually characterized by a high signal purity,
as the requirement of a charged lepton provides an efficient suppression of the large QCD
backgrounds. In the prospective studies for tH production, it was shown that the main back-
grounds for the leptonic final state result from ¢tH production and the continuum background.
The leptonic tH event selection presented in Ref. [145] consists of the following requirements:
exactly one electron or muon in the final state, EX5 > 20 GeV, at least one b-tagged jet with
pr > 25GeV (85% WP) and a maximum number of 3 central jets, Nj%irsltml, with pp > 25 GeV
and |n| < 2.5. This event selection is referred to as the baseline event selection in the following.
The requirements on E%nss, the number of b-tagged jets (Ni.tag) and the number of charged
leptons (Niep) efficiently reduce the Higgs boson backgrounds without top quarks in the final
state, while the requirement on the maximum number of central jets reduces the tt H background.
The b-tagging WP with the highest efficiency was found to provide the highest sensitivity. In
addition, a second b-tagged jet is allowed in the event selection to account for b-jets which
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Figure 9.2: Distributions of the quantities which are used to define the leptonic tH event
selection for the signal processes tH jb and WtH, the main Higgs boson background ttH and
NTNTI data representing the continuum background: a) the number of b-tagged jets (85%
WP) for events with exactly one charged lepton in the final state, b) the number of central
jets for events with exactly one charged lepton in the final state, ¢) the missing transverse
momentum ET5 d) the number of forward jets, which are characterized by |n| > 2.5.
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9.3 Optimization of tH categories

are produced by the gluon splitting in tH jb events. The distributions of the quantities which
are used to define the leptonic event selection are shown in Figure 9.2a)-c) for the two signal
processes, tHjb and WtH, and the two main backgrounds, ¢t¢H and the continuum background,
which is represented by NT' NI data events.

Table 9.1: Validation of the leptonic event selection presented in Ref. [145], which was optimized
using PDF-reweighted /s = 8 TeV MC samples, for an integrated luminosity of 100 fb~"'. The
expected number of events for the signal processes S, the Higgs boson background Biiggs, the
data-driven continuum background estimation Bcontpa and the expected significance and the
limit on p are compared to numbers obtained using /s = 13 TeV MC samples.

MC samples S Dhiggs S/Btiges DBcontBc | Exp. sig. [o] Exp. limit [y]
8 TeV (PDF rew.) | 0.70 3.9 0.18 56 0.21 11.2
13 TeV 0.79 4.7 0.17 87 0.20 11.5

A validation of the results obtained from the optimization studies with the PDF-reweighted
8 TeV MC samples is performed by comparing the expected event yields and the expected
sensitivity of the leptonic baseline event selection to numbers obtained with the 13 TeV MC
samples. This comparison is shown in Table 9.1, where S refers to the number of expected
events for the signal processes tH jb and WtH, Bpiges to the Higgs boson backgrounds® and
BcontBa to the continuum background expectation in the full 105 to 160 GeV mass window.
The number of expected events obtained from /s = 13 TeV MC samples is larger for signal
as well as for background, while the ratio S/Bpiggs is almost unchanged. In particular, the
approximation for Boonipa from the 8 TeV data samples seems to underestimate the continuum
background at /s = 13 TeV. In MC simulation, the increased center-of-mass energy between
Run 1 and Run 2 is considered by applying the PDF-reweighting. But additional changes
were made e.g. to the detector setup, the reconstruction algorithms and the considered MC
generators, so that differences in the events yields are expected for both, the Higgs boson
processes, which are estimated from MC samples, and the continuum background estimated
from data. Nevertheless, the expected limit and the expected significance are very similar, as
both the signal and the background expectation increased for the /s = 13 TeV data and MC
samples.

In general, the numbers show a reasonable agreement, so that the prospective tH studies from
Ref. [145] are considered to be valid. In Table 9.2, the efficiencies of the baseline event selection
for the different Higgs boson production processes and the number of expected events for an
integrated luminosity of 100fb~! are shown. The efficiencies for Higgs boson processes without
top quarks in the final state are smaller than or equal to 0.64%, while the efficiencies for ttH
and tH production range from approximately 8.4% to 11%.

During the reoptimization of the leptonic event selection, the presence of a forward jet in
tH jb production is exploited. The light flavor jet of the production (¢’ in Figure 9.1) tends
to be produced in forward direction, while ttH production is characterized by mostly central
jets. Therefore, the requirement of a forward jet helps to reduce the ttH contamination in the
tH categories. Forward jets are defined in the region |n| > 2.5, which is not covered by the
InDet. The distribution of the number of forward jets for the signal processes and the two main

3Higgs boson production via bbH is neglected during the optimization studies, as no MC samples were available
at the time when the studies were performed. Due to the small contribution of bbH events in the final event
selection, the absence of the bbH background is not expected to affect the validity of the optimization studies.
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Chapter 9 Search for Higgs boson production in association with a single top quark

Table 9.2: Efficiencies of the leptonic baseline event selection for the different Higgs boson
production processes and the number of expected events for a dataset corresponding to
100 fb™!, evaluated using /s = 13 TeV MC samples.

Process | Efficiency | Nexp for 100 fh— T
ggH 0.0035% 0.15

VBF 0.0039% 0.013

WH 0.64% 0.66

ZH 0.26% 0.18

ttH 8.4% 3.7

tHjb 11% 0.65

WtH 9.6% 0.14

backgrounds is shown in Figure 9.2d). More than 60% of the tHjb events are characterized
by the presence of at least one forward jet in the final state, while more than 60% of the ttH
events contain only central jets. In the following, the expected event yields are normalized to
35fb~!, which approximately corresponds to the dataset collected during 2015 and 2016.

Two categories are defined, requiring either ]\Gfeotrsward >1or Njf&rsward = 0. The requirements on

Ny tag and E%liss remain unchanged, whereas the requirement on the maximum number of jets
is reinvestigated. Only a small fraction of tH jb events is characterized by a number of central
jets larger than 4, therefore, the requirements on the maximum number of jets Nj‘éetrsltral <3
and ]\G‘;‘i’gtral < 4 are considered. The efficiencies of the different requirements for the two
categories are shown in Figure 9.3a) and b), respectively. As illustrated in Figure 9.3a), the

requirement of ]\[jl‘eqclrswardz 1 significantly reduces the ttH efficiency, thereby allowing for a more
loose requirement on the maximum number of central jets of 4. For the ]\fji"trg’vard = 0 category,
a tighter requirement, allowing for a maximum number of 3 central jets, is chosen to reduce the

larger ttH fraction.
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Figure 9.3: Efficiencies of the different requirements, which are used to define the leptonic event
selection, for tH jb and ttH production and a) the category requiring at least one forward jet
and b) the category with a veto on forward jets.
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9.3 Optimization of tH categories

Table 9.3: Summary of the definitions of the different leptonic tH categories, which are
investigated during the optimization studies.

Categories Additional requirements for leptonic categories (N, = 1)
Baseline leptonic Nptag > 1, E%l%ss > 20GeV, Nj(ée%gtral <3

Cat(]\[jfeotrward — 0) Nb—tag > 1, ErTnTss > 20 GeV, ]ijeczrsward =0, N]_Ceetl’sltral <3

Cat( Njfeotrward > 1) Nptag = 1, E%lfss > 20GeV, ]\Gfeoéward > 1, Njceir;tral <4
Cat(‘n(jl,untagged)’> 2.5) Nb—tag > 1, ErTnlss > 20 GeV, ‘n(jl,untagged)’> 2.5, N]_Ceilgtral <4

Furthermore, it is investigated if the forward jet in tH jb production can be identified among
the selected jets, in order to define additional requirements for a further reduction of the ttH
contribution in the Njfeotrswardz 1 category. As the jet is expected to be a light flavor jet, only jets
which are not b-tagged are considered. In Figure 9.4, the classification of the three pr-leading
untagged jets into central and forward jets is shown for tHjb and t¢tH production. For ¢tH jb
production, the pr-leading untagged jet can be identified as a forward jet in about 40% of
the cases. In contrast, for ttH events there is no tendency which jet is more likely produced
in forward direction. Therefore, an additional category is defined, where the ]\Gfeotlfsward >1
requirement is replaced by the requirement [1(Jj1 untagged)| > 2.5, With ji untagged referring to

the pp-leading untagged jet.
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= F Vs =13 TeV eading je ] £ AL Vs =13 TeV eading je ]
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Figure 9.4: Probability for the three pp-leading untagged jets to be classified as a forward jet
(In] > 2.5) or a central jet (|n| < 2.5) for a) tHjb production and b) t¢H production.

The requirements of the leptonic baseline event selection and the three leptonic tH categories,
which are defined based on the presence of a forward jet, are summarized in Table 9.3. For each
of these categories, the expected number of events for signal and background is estimated and
the expected limit on the signal strength is calculated for 35fb~!, as shown in Table 9.4. Both,
the category based on ]\Gfeotrswardz 1 and [9(j1,untagged)| > 2.5, show an increased ratio S/Bhiggs
compared to the baseline event selection. The expected limit of the ]\]jl‘eqclrswardz 1 category is
similar to the baseline event selection, while the expected limit of the \n(jlmmagged)] > 2.5
category is slightly worse, although this category provides the highest S/Bpiggs. The ]\fjfeﬂfsward >1
category and the |1(j1,untagged)| > 2.5 category are both orthogonal to the ]\fji"tgward = 0 category
and, hence, can be combined to further increase the expected sensitivity. Finally, combining

the ]\Giotrs‘”ard > 1 and the ]\Gfeotrsward = 0 category provides the best expected limit with 18.9 p,
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compared to an expected limit of 20.6 u for the other combination. This corresponds to a 13%
improvement with respect to the leptonic baseline event selection. Hence, the two leptonic
categories requiring at least one or exactly zero forward jets are considered for the final event
selection. With the improved continuum background estimation based on a leptonic reference
event selection, as described in the previous section, the expected limit of the two combined
leptonic categories yields 23.2 4. The expected limits for the individual leptonic categories
obtained with the improved continuum background estimation are shown in Appendix B.2.

Table 9.4: Comparison of the expected event yields for the signal .S, the Higgs boson background
Bhiggs, the continuum background Bcontpg and the expected limit for the different leptonic
tH categories for an integrated luminosity of 35fb~'. The efficiencies and expected event
yields for the different Higgs boson production processes are shown in Appendix B.2

Event selection S DBhiges S/Btiggs Bcontsa | Exp. limit [y
Baseline leptonic 0.28 1.6 0.17 31 21.4
Cat(]\fjfeotrsward: 0) 0.12 1.1 0.11 22 43.6
Cat(Njgmrd> 1) 0.19  0.97 0.19 9.5 22.9
Cat(|n(j1,untagged)| > 2.5) | 0.13  0.38 0.34 5.5 27.0

9.3.3 Hadronic categories

The hadronic tH final state is characterized by the presence of several jets in the final state,
among which one or two may be b-tagged. The main backgrounds in this channel are, besides the
continuum background, ttH and ggH production. Although the t¢H final state is characterized
by a higher number of jets, it becomes similar to the tH final state if some of the jets are not
reconstructed, such as jets which are not within the detector acceptance. In contrast, the ggH
final state is very different to tH production, as jets in the final state are only expected from
additional radiation. These jets are mostly light flavor jets, which are characterized by a falling
pr spectrum. Nevertheless, ggH is an important background for hadronic tH final states, as its
cross section is significantly higher than the tH jb cross section. For processes with additional
heavy flavor jets in the final state, such as ggH and VBF and W H, it is unknown how well the
additional heavy flavor jets are modeled by MC simulation. Therefore, a conservative 100%
uncertainty is associated to this kind of background. An attempt is hence made to minimize
the ggH contribution in the hadronic categories during the optimization. As a benchmark, the
ggH contribution is required to be smaller than approximately 10%.

The optimization of the hadronic categories proceeds similarly to the approach presented in
Ref. [145]. For the hadronic categories, a veto on events with charged leptons is applied.
Different requirements on the number of central jets, Nj%etrsltral, and b-tagged jets, Ny.tag, are
considered. As an example, Figure 9.5 shows the ]\G‘ggtral and the Nj i, distributions for the
77% b-tagging WP for tHjb, ttH, ggH and NTNI data. Most of the tHjb events contain
between 2 and 5 central jets with pr > 25GeV, whereas ttH events are characterized by
on average higher jet multiplicities. In contrast, ggH production and the NT' NI data are
characterized by lower jet multiplicities, with more than 50% of the events containing no central
jets with pr > 25GeV in the final state and approximately 30% with exactly one such jet. The
Ny tag distribution shows that the requirement of at least one b-tagged jet is highly efficient for
a reduction of ggH and the continuum background. The tH jb events mostly have exactly one

b-tagged jet in the final state, while for t¢H events the probability of finding events with one or
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Figure 9.5: Distributions of the number of central jets and b-tagged jets for events without
leptons in the final state for the tH jb signal, the ggH and ttH background and NTNI data,
representing the continuum background.
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Figure 9.6: a) Distribution of the number of b-tagged jets for the different b-tagging WPs for
ggH production, b) pr distribution of the leading jet for tH jb signal events, ggH and ttH
background events and NT NI data, representing the continuum background.

two b-tagged jets is similar. In the following, for the labeling of the hadronic categories the
number of central jets is denoted by j and the number of b-tagged jets is denoted by b, so that
e.g. 471b corresponds to a category with 4 central jets and 1 b-tagged jet. For 2b final states,
the requirement of > 2 b-tagged jets is used. Categories with 3 to 5 central jets in the final
state and either 1 or > 2 b-tagged jets are tested. For lower and higher jet multiplicities, the
ggH and ttH fractions increase, respectively. In order to reduce the ggH contribution in each
category, the following requirements are varied:

o b-tagging WP: The probability to find b-tagged jets in ggH production is smaller than
in tH production, therefore choosing a tighter b-tagging WP helps to reduce the ggH
fraction. The distribution of the number of b-tagged jets in ggH production for the
different b-tagging WPs is shown in Figure 9.6a).

e Jet pr cut: Jets in ggH production on average have a smaller pr than in ¢tH production,
as shown in Figure 9.6b), therefore, increasing the jet pr requirement helps to reduce the
ggH fraction. Jet pr requirements of 25 GeV, 30 GeV and 35 GeV are considered.

After testing the various combinations, only the 4 and 5j categories remain candidates for
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the hadronic event selection, as for lower jet multiplicities the ggH fraction is always larger
than 10%. As an example, the 3j1b category in association with the tightest jet pr requirement
and the tightest b-tagging WP shows a ggH fraction of about 31%. In general, the b-tagging
WP and the jet pp cut which provide the highest amount of signal events and a ggH fraction
smaller than or close to 10% are chosen for each category. However, the jet pr requirements
and b-tagging WPs for categories with the same jet multiplicity, j, and the same number of
b-tagged jets, b, are harmonized, respectively, in order to avoid large overlaps between the
different categories.

Table 9.5: Summary of the chosen jet pr and b-tagging requirements for the hadronic tH
categories. The categories are filled in the order which is shown here.

Category | Jet pr requirement b-tagging WP
4751b 35 GeV 60%
4520 35 GeV 7%
571b 25 GeV 60%
552b 25 GeV 7%

A summary of the selected jet pr requirements and the b-tagging WPs for the 451b, 4520,
5j1b and 552b categories is shown in Table 9.5. It is noticeable that for the 1b categories it is
necessary to use a tighter b-tagging WP than for the 2b categories. In addition, a higher jet pp
requirement is chosen for 45 categories than for the 55 categories. In Table 9.6, the fractions of
the different Higgs boson production processes are shown for the four reoptimized hadronic
tH categories. In addition, the number of signal, Higgs boson background and continuum
background events is shown and the expected limit for each category. The 45 categories are
filled prior to the 5j categories, so that each event can enter only one category. The expected
limits of the individual hadronic categories are worse compared to the leptonic categories,
as they are characterized by a lower signal-to-background ratio. The combined limit for the
hadronic categorization amounts to 32.3 u. However, during the harmonization of the tH and
ttH categories the definition of the hadronic tH categories is modified and a larger ggH fraction
is allowed eventually, as described in the following section.

Table 9.6: Composition of the different hadronic categories and the expected number of signal,
Higgs boson background and continuum background events for 35fb~*. In addition, the
expected limit is shown for each category.

471b 4720 551b 5720
ggH 1%  7.9% 1% 10%
VBF 1.1% 0.84% 1.5% 0.76%
WH 1.2% 1.1% 1.6% 1.3%
ZH 5.0% 5.6% 3.6% 4.0%
ttH 73% 76% 4% 7%
tHjb 6.7% 6.8% 5.7% 5.0%
WitH 2.1% 1.5% 2.4% 1.5%
S 0.17 0.067 0.087 0.035
Bitiggs 1.8 0.75 0.98 0.51
BcontBa 98 24 63 17
Exp. limit [p] 50.5 77.6 81.7 132.6
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9.4 Harmonization of tH and ttH categories

As explained in Section 9.2, a combined search for tH and ttH production is performed, due
to the similarity of the tH and tH final states and the comparably small cross section of
tH production, which makes a measurement of tH(H — ~v) alone with the available dataset
challenging. In the optimization studies presented in the previous chapter, only the tH final
state is considered. Thus, the optimized tH categories need to be merged with the categories
optimized for ttH production, which comes along with small changes in the definition of the
tH categories. In order to use different b-tagging WPs at the same time, a special calibration
of the b-tagging algorithm is needed. This calibration was not available on the timescale of this
measurement and, hence, a single b-tagging WP needs to be used for all categories. Therefore,
the 70% b-tagging WP is used throughout the analysis, as it provides the best compromise.
In addition, the E%liss requirement in the leptonic categories is dropped, as it mainly reduces
backgrounds which are already well suppressed by the requirement of a charged lepton, such as
ggH+jets and VBF+jets.

For the leptonic final state, two tH categories and one ttH category are defined, as shown in
Table 9.7. In addition to the tH categories with the ]\Gfe"tgward =0 and ]\fji(’tgward > 1 requirements,
which are referred to as tH lep Ofwd and tH lep 1 fwd, a ttH category is defined, which is
filled after these two categories. The requirements of this category, which is referred to as ttH
lep, include a minimum number of two central jets, at least one b-tagged jet and at least one
charged lepton. A veto is applied to events with two same-flavor leptons with an invariant mass
between 86 and 96 GeV to reduce the contribution from events with Z bosons decaying into a
pair of charged leptons (Z — /).

Table 9.7: An overview of the tH and ttH categories targeting leptonic and hadronic final
states. The hadronic ttH categories include requirements on the BDT discriminant (BDT,z5),
the number of jets with pp > 30GeV and || < 4.5 (Njets30) and the number of b-tagged jets
with pr > 30 GeV (Nb_tag:;()). The categories are filled in the order which is shown here.

Leptonic categories (N, > 1)  Additional requirements

tH lep Ofwd Niep = 1, Negairal <3, Ny oy > 1, NIVrd =
tH lep 1fwd Nigp = 1, Neiral < 4, Ny o > 1, Njovard > 1
ttH lep Negnval > 2, Ny tag > 1, Z — £ veto

Hadronic categories (N, = 0)  Additional requirements

ttH had BDT1 ]Vjets30 > 3, Nb—tag30 > 1, BDTy > 0.92

ttH had BDT2 Niets30 > 3, Nptagso > 1, 0.83 < BDT ;5 < 0.92
ttH had BDT3 Niets30 > 3, Nitagzo > 1, 0.79 < BDT 5y < 0.83
ttH had BDT4 Niets30 > 3, Nptagso > 1, 0.52 < BDT ;5 < 0.79
tH had 4j1b NEwral — 4, Npgag = 1

tH had 4j2b Negnral — 4, N tag > 2

For the hadronic ttH final state, a BDT was trained in order to separate ttH events from
ggH and continuum background events. A preselection is applied to events entering the BDT,
requiring no leptons to be present, at least three jets with |n| < 4.5 and pr > 30 GeV, among
which one jet is required to be b-tagged. The input variables of the BDT include the sum of
transverse momenta of all jets, the invariant mass of all jets, the total number of jets and the
number of central jets and b-tagged jets. Based on the BDT discriminant, four t¢H categories
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with different S/B are defined by cutting on the distribution. In addition, two hadronic
cut-based 451b and 4;52b categories, targeting tH final states, are defined. The BDT categories
are filled prior to the hadronic tH categories, as otherwise their significance is significantly
reduced. Likewise, defining the BDT categories prior to the tH categories degrades the expected
limit on tH, as several events from the cut-based categories are selected by the BDT categories.
Therefore, the requirements of the 4510 and 45j2b categories are loosened by using a jet pr
threshold of 25 GeV in addition to the common 70% b-tagging WP, thereby allowing for a
higher ggH fraction, to preserve the sensitivity to tH. The additional hadronic 5j1b and 552b
categories are discarded, as most of the events which were previously selected by these categories
enter the BDT categories. A summary of the definitions of the hadronic categories is also shown
in Table 9.7.

Table 9.8: Expected event yields for 35fb™* for t¢H, tHjb and WtH, the remaining Higgs
boson processes, Biggs rest; and the continuum background, BcontBa-

Category ttH tH]b WtH BHiggs,rest BContBG EXp. limit tH [,u]
tH lep Ofwd 0.76  0.082  0.025 0.13 37 54.1
tH lep 1fwd 0.85 0.14  0.028 0.047 16 28.0
ttH lep 2.2 0.022 0.059 0.0098 14 67.4
Leptonic 22.2
ttH had BDT1 1.3 0.0093  0.029 0.029 9.5 115.9
ttH had BDT2 | 1.5 0.031  0.041 0.11 27 83.1
ttH had BDT3 | 0.50 0.018  0.013 0.047 11 >200
ttH had BDT4 | 1.9 0.10  0.056 0.32 86 52.2
tH hadl 0.89 0.21  0.031 1.3 320 57.6
tH had2 0.23  0.063 0.0035 0.25 40 84.3
Hadronic 26.8
Combination 15.9

Furthermore, Table 9.8 shows the expected event yields for t Hjb, WtH, ttH and the remaining
Higgs boson backgrounds, Biggs rest, and the expected limit on tH for the merged tH+ttH
categorization. For the modified leptonic categories, the sensitivity to tH production is almost
unchanged, as the requirements are on the one hand tightened by using a tighter b-tagging
requirement, but on the other hand loosened by discarding the E%liss requirement. In contrast,
the expected limit of the hadronic categorization improves due the loosened jet pr requirement
in the 45 categories. However, it should be noted that these expected limits are calculated
considering only statistical uncertainties and, hence, the large systematic uncertainty on ggH+b
is not considered here. The total expected limit on ¢tH production, provided by the nine
tH+ttH categories, yields approximately 16 u, with the dominant contribution originating from
the leptonic categorization. Finally, Figure 9.7 shows the fraction of the different Higgs boson
production processes in the tH and ttH categories, as well as the remaining categories targeting
WH/ZH, VBF and ggH Higgs boson production modes. The definition of the categories
targeting final states without top quarks is shown in Appendix B.3.
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Figure 9.7: Relative contributions of the different Higgs boson production processes to the
categories of the Higgs boson couplings measurement [2]. These include the tH and t{H
categories and categories targeting WH/ZH, VBF and ggH final states. The categories are
filled in the order which is shown here.

9.5 Continuum background modeling

A key element for measurements in the H — ~v decay channel is the choice of background
model, which is used to estimate the continuum background contribution in the S+B fit to the
m.~ distribution of each category. In contrast to the methodology described in Section 7.3,
data-driven background templates are used to choose a background model for the tH and
ttH categories, due to the absence of MC samples that sufficiently describe the continuum
background. This strategy is similar to the approach that was used for the Run 1 measurement
of top-quark-associated production in the H — 7 channel [140]. For this thesis, the approach
has been reinvestigated and validated for the datasets collected at /s = 13 TeV. Additionally,
the background model and the associated systematic uncertainty have been evaluated, based on
this approach, for the measurements of t¢H using 13.3fb~! of data [1], the tt H+tH measurement
with 36.1fb~! of data [2] and the measurement of t{H production using 79.8 fb~! of data [4],
which contributed to the observation of ttH production at the ATLAS experiment. In the
following, the strategy for choosing a background model in the tH and ttH categories is
described and the results for the ttH-+tH measurement using 36.1fb~! are presented.
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9.5.1 Data-driven background templates

As described in Section 7.3.3, the continuum background model is chosen by minimizing the bias
on the extracted signal yield due to the chosen fit function. This is done by performing an S+B
fit to a high statistics B-only template and imposing certain requirements on the maximum
amount of fitted signal, NgiF. If the background template is characterized by large statistical
fluctuations, the fit function adapts to the fluctuations in the m., distribution and the S+B fit
typically results in a large amount of fitted signal. In this case, the value of Ngi¥ does not
represent the real bias due to the chosen fit function and the criteria on the maximum amount of
fitted signal fail. Due to the absence of diphoton MC samples that provide a sufficient number
of events for final states with leptons and a high jet multiplicity, a data-driven approach is
chosen. The background templates are defined using data events with NI'N I photons, which
are characterized by loosened photon ID and isolation criteria. Hence, the sample of NT NI
photons is characterized by a larger number of events than the sample of 71 photons and shows
a falling m.~ spectrum over the full range from 105 to 160 GeV, due to the negligible fraction
of H — ~v events. Furthermore, events with NT'NI photons are assumed to have an m.,
shape similar to the T'I continuum background events, as both are dominated by non-Higgs
boson production processes with additional prompt or misidentified photons in the final state.
However, as there are differences in the kinematics of prompt and fake photons and the fraction
of fake photons differs between data events with 7'/ and NT NI photons, a validation of this

approach is performed by comparing the shape of the respective m., distributions.

For the available dataset, the background templates, which are defined based on NT NI events
and the other nominal selection requirements of the tH and ttH categories, are usually charac-
terized by large statistical fluctuations and are hence not suitable for choosing a background
template. This is indicated by failed spurious signal criteria for most of the tested functional
forms. Hence, the nominal event selection requirements are successively loosened to obtain
background templates with smaller statistical fluctuations. Reversing or dropping certain
selection requirements might influence the shape of the m,, distribution of the continuum
background. Therefore, the requirements are loosened step-wise, in order to test whether the
obtained background template is suitable for choosing a background model after each step. The
shape differences between the nominal 7’1 sideband distribution and the respective background
template are investigated for each category to validate this approach. Three different types of
templates, denoted by QCD::i, are defined based on NT'NI photons by changing the following
requirements:

e QCD::1: Only the requirements on the photons are loosened, by selecting events with
NTNI instead of T'I photons. The remaining selection requirements remain unchanged.

e QCD::2: Events with NT'NI photons are selected and the b-tagging requirements are
dropped.

e QCD::3: Events with NT NI photons are selected, the b-tagging requirements are
dropped and lepton requirements are replaced by jet requirements in the leptonic categories,
while in the hadronic categories the jet pp cuts are loosened.

It is assumed that the systematic uncertainty on the chosen background model, which is defined
based on Ngi¥, is conservatively large for regions with a small number of expected events, as

the result of the S4B fit is dominated by statistical fluctuations. This assumption is supported
by the results of the spurious signal fits, which are discussed in the following sections. In
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addition, due to the low number of expected events in the data m., sidebands of the tH and
ttH categories, only functions with a low number of degrees of freedom are considered to be a
reasonable choice.

Table 9.9: Definition of the QCD::2 background templates for the tH and ttH categories,
which are constructed based on NT NI events.

Category Requirements for QCD::2 background templates

tH lep Ofwd Nigp = 1, Ngguiral < 3, Nlorward —

tH lep 1fwd Nigp = 1, Nsniral < 4 Nlorward > 1

ttH lep Nigp > 1, Nggutral > 2

ttH had BDT Niep = 0, Njets30 = 3, Ni-tago increased by 1, BDT ;> 0.52
tH had 451b, 4j2b | Veto on events from BDT categories, Niep, = 0, Nj%etgtral =4

While for the ttH measurement with 13.3fb~! only the QCD::3 templates were suitable for
choosing a background model, for the increased datasets of 36.1fb~! and 79.8 fb~! the QCD::2
templates already provide an m, distribution with a sufficient number of events. For the
definition of the QCD::2 templates of the leptonic categories and the cut-based hadronic 4516
and 452b categories, the b-tagging requirements are dropped. Thus, the tH had 4j1b and 452b
categories share a common background template. For the hadronic BDT-based categories,
loosening the b-tagging requirement is more complicated, as the number of b-tagged jets is
one of the input variables of the BDT. First, the b-tagging requirement in the preselection is
dropped. Then, the number of b-tagged jets in each event is increased by one before applying
the BDT weights, as the BDT is trained to classify events with at least one b-tagged jet in the
final state as signal. As for some of the BDT categories the spurious signal criteria still fail when
using the QCD::2 templates, the four templates of the different BDT categories are merged into
one inclusive template, which is used to derive the background model for each of the categories.
As there is only a small correlation between the BDT discriminant and the m., distribution,
this is considered to be a valid approach. In Table 9.9, a summary of the definitions of the
QCD::2 background templates for the different tH and ttH categories is shown.

9.5.2 Validation of the data-driven strategy

The data-driven strategy for the background modeling, described in the previous section, is
validated by investigating the shape differences between the m., distribution of the nominal
T'I continuum background sidebands and the background templates. In Figure 9.8, the T
sidebands and the QCD::1 and QCD::2 templates are shown as an example for the tH lep
1fwd category. While the nominal sidebands only include 17 events, this number is increased
by a factor of approximately 10 and 100 for the QCD::1 and QCD::2 templates, respectively.
The m., distribution of the QCD::1 template shows large statistical fluctuations and several
bins with either 0 or 1 entries. In contrast, the QCD::2 template shows a smoothly falling
m.~ distribution. The m., distributions of the T'I sidebands and the QCD::1 and QCD::2
background templates for the remaining categories are presented in Appendix C.1.

The T'I sidebands and the QCD::1 and QCD::2 templates are fitted with an Exponential and
a PowerLaw function, in order to compare the shapes of the fit functions and to investigate
if there are significant differences in the slopes of the m,, distributions. Due to the small
number of events in the m,, sidebands, these two functional forms are expected to be the
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Figure 9.8: Example m., distributions of the 7'/ sidebands and the QCD::1 and QCD::2
background templates for the tH lep 1fwd category. Before performing the S4B fit, the
background templates are normalized to the number of T/ sideband events in the m.,
distribution of the respective category.

only reasonable choices for the background model, as they have the fewest number of free
parameters among the considered functional forms. Furthermore, the leptonic categories and
the hadronic BDT categories are merged for this comparison, respectively, due to the small
number of events in the m., sidebands. In Figure 9.9, a comparison of the Exponential function
fitted to the T'I sidebands and the QCD::1 and QCD::2 background templates is shown. For
all types of categories, small differences between the slopes of the Exponential fit function are
observed. However, the differences are relatively small and in order to quantify if these dif-
ferences are statistically significant, the slope parameters of the Exponential function, including
their statistical uncertainties, are investigated.

Figure 9.10 shows a comparison of the slope parameters for the Exponential function fitted to the
T1 sidebands and the QCD::1 and QCD::2 background templates. A tendency towards a more
steeply falling function is observed for the QCD::1 and QCD::2 background templates for the
leptonic categories and the hadronic BDT ¢t H categories. However, the slope parameters for the
different background templates are still in agreement within the large statistical uncertainties.
Therefore, the QCD::2 background templates are considered to be a reasonable choice for
selecting a background model. In Appendix C.2, equivalent plots are presented assuming a
PowerLaw background model, which show a similar trend for the slope of the background
templates.
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Figure 9.9: Comparison of the Exponential functions fitted to the T'I sideband events and the
QCD::1 and QCD::2 background templates for the combined leptonic t H+ttH categories, the
combined hadronic ttH BDT categories and the cut-based hadronic tH categories.
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9.5.3 Spurious signal test

Finally, an S+B fit is performed to the QCD::2 background templates, assuming the different
background models described in Section 7.3.3. The signal model is determined, as described in
Section 7.2, by fitting a DCB function to the m, distribution obtained from the MC samples
of all contributing Higgs boson production processes for each category. First, the background
templates are normalized to the observed number of T'I sideband events for each category.
Then, an S+B fit is performed as a function of m., for each considered background model and
criteria are imposed on the maximum amount of fitted signal, NZT¥, as defined in Equations
(7.3) and (7.4). Among the functions which pass at least one of the criteria, the functional form
with the fewest number of degrees of freedom is chosen as background model. Finally, Nt
is assigned as a systematic uncertainty on the background model. In Figure 9.11, the fitted
signal is shown as a function of m,, for the QCD::2 background templates of the two leptonic
tH categories. It is noticeable that the fitted spurious signal has a similar shape for all tested
functional forms, although their number of free parameters ranges from one to five. This can be
explained by the comparably small number of events in the B-only templates, as the shape of
the fitted signal is dominated by the statistical fluctuations in the background template. When
fitting a B-only template that is characterized by even larger statistical fluctuations, the fitted
spurious signal strongly increases and the two criteria on Nga¥/Sier and Ngox /0.5 are usually
not fulfilled anymore. Hence, the QCD::2 background templates, which are characterized by
relatively large statistical fluctuations, are expected to provide a conservative background
modeling uncertainty. Further loosening the requirements for the background templates would
decrease the statistical fluctuations, but it would also potentially create a bias in the shape of
the background template compared to the initial m,, distribution. Hence, a compromise was
made. The considered approach is assumed to be valid, as the shape of the background model
for T'I events and the different QCD::i background templates agree with each other within the

statistical uncertainties, as shown in the previous section.
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Figure 9.11: Fitted signal as a function of m.., for the tH lep 1fwd and the tH lep 0Ofwd QCD::2
background templates. Various functional forms with a different number of free parameters
are considered. NI%¥ is defined as the maximum fitted signal in the region between 121 and

129 GeV, which is indicated by the dashed lines.

The same procedure is repeated for each category, in order to select a functional form based on
the amount of fitted spurious signal. A summary of the chosen functional forms for each category
is shown in Table 9.10, including Nip5x and the two criteria on Nipix/6S and N&y/Shet. For
all categories, functions with only one free parameter are chosen, i.e. the Exponential or the
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PowerLaw function. The systematic uncertainty due to the choice of background model, which
is assigned to the number of fitted Higgs boson signal events in each category, ranges between
0.037 and 0.29 events.

The criterion on NITX/Srer fails for several categories, while the criterion on NiTx/4S is
generally fulfilled. In Figures 9.12 and 9.13, the two criteria are illustrated for the different
QCD::2 background templates and the Exponential and PowerLaw background models. In
order to fulfill one of the criteria, the distribution needs to be fully contained in the black square
indicating 121 < my, < 129 GeV and |Ngpur/0S| < 20% or |Ngpur/Sret| < 10%, respectively. In
Appendix C.3, the distributions of the fitted spurious signal as a function of m, are shown
for all QCD::2 background templates. In addition, the detailed results for each tH and ttH

category and each tested functional form are shown in Appendix C.4.

Table 9.10: Chosen continuum background models for the ttH and tH categories, derived
from an S+B fit to the QCD::2 templates, and the associated systematic uncertainty on

the background model, N3, Additionally, the values of the two criteria on N3 /0.5 and
Nspur/ Srer are shown.
Category Model Nopur /68 [%]  Nipix/Sret (%] Nepar
tH lep Ofwd PowerLaw +12.9 +28.5 +0.29
tH lep 1fwd PowerLaw —19.6 —26.2 -0.29
ttH lep PowerLaw —16.2 -10.7 -0.25
ttH had BDT1 | Exponential +3.57 +3.75 +0.053
ttH had BDT2 | Exponential +4.55 +4.77 +0.082
ttH had BDT3 | Exponential +3.72 +9.72 +0.057
ttH had BDT4 | Exponential +10.1 +15.4 +0.38
tH had 4j1b PowerLaw -3.47 -9.73 -0.25
tH had 4j2b PowerLaw -1.38 —6.52 -0.037
% it s =13TeV, J Ldt=36.1f" % St Vs =13 TeV, J. Ldt=36.1f"
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Figure 9.12: Illustration of the Nypur/Srer criterion for the Exponential and the PowerLaw
function for the different QCD::2 background templates. The ratio is required to be smaller

than 10% in the region 121 < m.., < 129 GeV, which is indicated by the black square.
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Figure 9.13: Illustration of the Nyp., /S criterion for the Exponential and the PowerLaw
function for the different QCD::2 background templates. The ratio is required to be smaller
than 20% in the region 121 < m,, < 129 GeV, which is indicated by the black square.

9.6 Results

A simultaneous unbinned likelihood fit is performed to the m., distributions of the 31 categories,
including the 9 categories targeting tH and ttH final states. Several sources of systematic
uncertainty are considered in addition to the background modeling uncertainty, described in
the previous section, which are treated as NPs in the fit. These systematic uncertainties include
uncertainties related to signal and background modeling, detector related uncertainties and
theory uncertainties, which are discussed in detail in Ref. [2]. However, due to the small number
of expected and observed events in the tH and ttH categories, the statistical uncertainty is
dominant in these categories.
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Figure 9.14: Diphoton invariant mass distribution of the t¢H+tH categories [2]. The events
are weighted by In(1 + S/B), with S/B representing the expected signal to background ratio
in each category. The red line indicates the result of the S+B fit.

In Figure 9.14, the m~, distribution of the t¢H+tH categories is shown, including the signal and
background components of the S4B fit. In order to illustrate the effect of the categorization, the
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events in the m. distribution are weighted by In(1+.S/B), with S/B representing the expected
signal to background ratio in each category. Based on the models which are determined for the
Higgs boson signal and the continuum background, the Higgs boson signal is extracted for the
combined ttH and tH categories.

9.6.1 Signal strength and cross section measurement

The production cross section of top-quark-associated Higgs boson production, op, and the
associated signal strength, fitop, are extracted from the Higgs boson signal, which is measured
from a simultaneous fit to all categories. The production cross section is measured for a Higgs
boson rapidity |yg| < 2.5, for which the detector acceptance is close to 100%, and amounts to

Tiop X BR(H — vy) = 0.7 152 fb.

A comparison to the corresponding SM expectation, Jﬁgf X BR(H — ~v) =1.3 fg:g fb, shows
that the measured cross section oyop is almost a factor 2 smaller than the cross section expected
by the SM, but the two values agree with each other within the uncertainties. The agreement

between the measured value and the SM expectation can be quantified in terms of a signal
strength:

prop = 0.5 108 (stat.) 51 (exp.) 10 (theo.).

The measured value of o, is associated with a large statistical uncertainty, while the experi-
mental and theoretical uncertainties provide minor contributions to the total uncertainty. As
no significant deviation from the SM expectation of piyop, = 1 is found, the measured value of
Htop 1s interpreted as a downward fluctuation of the data. In Figure 9.15a), a comparison of the
measured signal strengths for the different Higgs boson production processes and the inclusive
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Figure 9.15: a) Signal strengths for the different Higgs boson production processes, which are
measured from the 31 categories, and a comparison of p for inclusive Higgs boson production
with H — ~7v in Run 1 and Run 2 [2], b) asymptotic limits on the signal strength at 95% CL

for top-quark-associated Higgs boson production, jip, and the production of a Higgs boson
in association with a vector boson, v [2].
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Run 1 and Run 2 values are shown. Similar to top-quark-associated Higgs boson production,
the measured signal strength for V' H production indicates a downward fluctuation of the data,
while for ggH the signal strength is in good agreement with the SM expectation and for VBF
the measured cross section is slightly larger than the cross section predicted by the SM. However,
the signal strength for inclusive Higgs boson production in the H — ~~ channel, urun.2, is
in very good agreement with the SM expectation and with the value measured during Run 1,
URun-1- The statistical uncertainty of the inclusive Run 2 value is almost halved compared to
the Run 1 measurement, but it remains the dominant uncertainty for the analyzed dataset.
The results of the combined measurement of t¢H and tH production correspond to an observed
(expected) significance of 1.00 (1.80). Hence, no evidence for top-quark-associated Higgs
boson production is found and an upper limit is set on the signal strength i, as shown in
Figure 9.15b). The observed limit amounts to 1.7 u and can be compared to an expected limit
of 2.3 u, when assuming the S4B hypothesis with © = 1, or an expected limit of 1.2 y, when
the B-only hypothesis with p = 0 is assumed.

9.6.2 Couplings interpretation

The measured value of jitop provides no indication for a Yukawa coupling of the top quark
with a negative sign, k; = —1, which would be accompanied by a large increase of the cross
section for tH production and an excess in the combined ttH+tH measurement. In order to
draw quantitative conclusions on Y;, an interpretation of the data in terms of the couplings
strength modifier k; is performed based on the minimal parameterization model described in
Chapter 2.

ATLAS (s=13Tev, 36.11b
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H — yy, m,=125.09 GeV
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Figure 9.16: Expected and observed negative profile log-likelihood function A of the parameter
Atg, which is given by the ratio of the coupling strength modifiers £ and g [2].

A log-likelihood fit is performed in which the three coupling strength modifier ratios are profiled.
The parameter )\, is allowed to be negative to exploit the sensitivity to negative values of x;
through tH production. In addition to tH production, gg — ZH production also provides
sensitivity to negative values of A4, due to an interference of processes where the Higgs boson
is radiated off a Z boson and processes involving box diagrams with top quarks. The best fit
value of the coupling strength modifier ratio is measured to be

Aig = 0.8 754 (stat.) £ 0.1 (exp.) 704 (theo.)
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and is close to the SM expectation of 1. The observed and expected profile log-likelihood
functions for the parameter A\, are shown in Figure 9.16. Values of Ay < 0 are not excluded,
but positive values are favored by the analyzed data.

9.7 Discussion

The measurement of tH and ttH production in the H — ~~ channel, presented in this chapter,
makes use of several new concepts. Dedicated tH categories, which were optimized as part
of this thesis, were included in an ATLAS measurement for the first time. In contrast to ttH
production, these provide sensitivity to the BSM scenario of k; = —1. With the considered
dataset of 36.1fb~!, negative values of k; could not be excluded, but, similar to the Run 2 CMS
results, positive values are favored by the data. In contrast to the x; interpretation of the CMS
analysis targeting tH production [144], no assumptions were made on the coupling of the Higgs
boson to other particles.

The background models for both, the tH and ttH categories, were derived based on data-driven
background templates by estimating the bias due to the choice of fit function. The associated
background modeling uncertainty is dominated by the statistical fluctuations in the background
templates, but it has a minor impact on the final results for which the statistical uncertainty
is dominant. The hadronic ttH categories were defined based on a BDT discriminant. While
increasing the sensitivity to t¢H in the hadronic channel significantly, the usage of this BDT
is suboptimal for a combined measurement of ttH+tH as it degrades the sensitivity to tH in
the cut-based tH categories. An additional discrimination between ttH and tH events would
need to be achieved by either filling the hadronic tH categories prior to the BDT-based ttH
categories or using additional MVA techniques to discriminate between ttH and tH. However,
most of the sensitivity to tH production is provided by the leptonic categories, which target
tH jb final states either with or without a forward jet.

Due to the low expected significance of tH production, the results are quoted for inclusive
top-quark-associated Higgs boson production, for which no significant deviations from the SM
prediction are observed. The observation of tH production in the H — ~~ decay channel alone
is unlikely with the dataset collected during Run 2 and will probably be still without reach in
Run 3. In order to be able to measure this rare process, a larger dataset and/or the study of
additional decay channels will be necessary.

In contrast to tH production, t#H has been measured in the H — v decay channel* with a
significance of 4.1 ¢ using a dataset corresponding to 79.8 fb~1. Despite the larger amount of
data compared to the result obtained with 36.1fb~!, the statistical uncertainty is still dominant
in this measurement. However, this is going to change in the near future with the much larger
datasets collected during Run 3 and, at a later stage, by the HL-LHC. An important systematic
uncertainty for hadronic final states results from Higgs boson production, in particular ggH, in
association with additional b-jets in the final state. As explained in Chapter 9.3, a conservative
100% uncertainty is imposed on this kind of background, as the accuracy of the MC predictions
is not known. In the following two chapters, a first attempt to measure this background
and studies on possible improvements of this measurement, based on MVA techniques, are
presented.

4This measurement was updated with a dataset corresponding to 139fb~!, where ttH(H — ~v) production
was measured with a significance of 4.9 [141].
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Chapter 10

Differential cross section measurement of Ny jets

The production of a Higgs boson in association with additional b-jets (H+b-jets), which do
not originate from decays of particles produced during the hard scattering process, is an
important background in several H — =+ measurements which study hadronic final states
with b-jets. These include measurements of ¢t¢H and tH production [1-4, 140, 141], Higgs
boson pair production in the yybb final state [146, 147] or the search for vector-like B quarks
with B — bH(H — ~v) [148]. Similar to the tt H+tH measurement presented in the previous
chapter, these measurements assume a 100% systematic uncertainty on processes where a Higgs
boson is produced in association with additional b-jets, such as ggH, VBF and W H. At the
moment, the dominant uncertainty in these measurements is the statistical uncertainty, but
the uncertainty on H-+b-jets is among the dominant systematic uncertainties and will become
more important for larger datasets. The 100% uncertainty on H-+b-jets is motivated by the
discrepancies between data and MC predictions which were observed in the measurements of
other processes with additional b-jets in the final state, such as ¢t + b(b) [21]. In MC simulation,
the additional b quarks are mostly not simulated during the Matrix Element calculation, but
only during the parton showering, which provides an approximation for higher-order corrections
in QCD. Hence, it is not known how well this kind of background is modeled in MC simulation.
The dominant contribution to the H+b-jets background is ggH+b, thus a measurement of this
process is of particular interest. An example Feynman diagram for ggH +b production, where
the additional b quarks are produced by a radiated gluon, is shown in Figure 10.1.

Figure 10.1: Example Feynman diagram for Higgs boson production via ggH with additional
b quarks in the final state.

In this chapter, a first measurement of the differential cross section of the number of b-jets,
Np.jets, produced in association with a Higgs boson in the H — ~7 decay channel using 79.8 b1
of ATLAS data is presented [4]. This measurement provides information about H+b-jets in
the Ny jets = 1 bin, as explained in the following. First, the strategy for the measurement is
explained, followed by a description of the different steps of the measurement. These include the
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definition of the event selection, the modeling of signal and background, the signal extraction
fit, the unfolding of the measured cross section to particle level and the estimation of systematic
uncertainties. Finally, the results of the measurement are discussed.

10.1 Strategy to constrain H-+b-jets

The production of ggH in association with b-jets in the final state is a comparably rare process
with relatively large backgrounds and has not been measured so far. The production of
VBF+b-jets and W H+Db-jets is even more rare, but these processes are also less important
backgrounds in H — v+ measurements. Different approaches were studied for a measurement
of H+b-jets production in the H — ~v decay channel. The most distinct features of this final
state are the two high-pt photons, which are specific to the H — v channel, and the b-jets,
which can be identified using the MV2c10 b-tagging algorithm. While the m.., distribution
provides a good separation between H+b-jets and the continuum background, the b-tagging
information allow to discriminate between events with jets originating from b, ¢ and light flavor
quarks (b-, c-, and ¢-jets) in the final state. For this reason, two approaches were investigated:

1. An unbinned likelihood fit to the m.. distribution of events with b-tagged jets
2. A binned likelihood fit to the MV2c10 b-tagging discriminant

The second approach is motivated by measurements of other processes, such as tt, with
additional b-jets in the final state [22]. An example distribution of the pseudo-continuous
MV2c10 discriminant for ggH production, which illustrates the discrimination between b-jets,
c-jets and f-jets, is shown in Figure 10.2a). The pseudo-continuous MV2¢10 discriminant
consists of five bins which correspond to the different calibrated b-tagging WPs.
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g 107 E & 0% <
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107 ! | | | 3 10°g L L 3
100-85% 85-77% 77-70% 70-60% 60-0% 0 1 2
MV2c10 discriminant for central jets with p_> 30 GeV Number of reconstructed jets matched to truth b-jets
a) b)

Figure 10.2: a) Pseudo-continuous MV2¢10 discriminant, where the five bins correspond to
the calibrated b-tagging WPs, for reconstructed jets with pr > 30 GeV A R-matched to truth
b-jets, c-jets and f-jets in ggH events, b) the number of reconstructed jets with pr > 30 GeV
A R-matched to truth b-jets for ggH, VBF and W H production.

For a fit to the MV2c10 discriminant, a selection of events in a narrow region around the Higgs
boson mass is performed and templates, describing the shape of the discriminant, are derived
for the H+b-jets, H+c-jets and H+/-jets contributions and the continuum background. The
normalization of the H+b-jets, H+c-jets and H-+/{-jets contributions is then adjusted in a fit
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10.1 Strategy to constrain H +b-jets

to data. Hence, this approach allows to directly measure the H+b-jets contribution. But as the
templates for the Higgs boson processes are derived from simulation, this approach strongly
relies on the modeling of b-jets, c-jets and f-jets in MC simulation. The other approach for
a measurement of H-+b-jets is a fit to the m,, distribution of b-tagged jets. As the invariant
mass of the diphoton system provides a good separation between the Higgs boson signal and
the continuum background, a fit to m., is the usual approach in H — yvy measurements. In
this case, the fitted Higgs boson signal includes contributions from events with b-jets, c-jets and
(-jets, whose fractions depend on the chosen b-tagging WP. However, in a similar way the 100%
uncertainty on the H+b-jets background is assigned to events with b-tagged jets in the final
state, which also include a certain fraction of mis-tagged c-jets and f-jets. The contribution of
c-jets and /(-jets can be accounted for by unfolding the measured cross section to the particle
level cross section, as explained in the following. For a first attempt to measure H-+b-jets, the
unbinned likelihood fit to the m. distribution is chosen as it is a well-studied approach in the
H — ~v channel and it less strongly relies on assumptions from MC simulation. Furthermore,
for a fit to the MV2c10 discriminant, a special pseudo-continuous calibration of the different
b-tagging WPs is required, which was not available on the timescale of this measurement.

The measurement is performed as a differential cross section measurement of the Ny jets
distribution, based on jets with pp > 30 GeV selected by the 70% b-tagging WP. This approach is
similar to a previous measurement of the differential Ny jcts cross section in the H — ZZ* — 4/
channel with a dataset corresponding to 36.1fb~! [149]. In this measurement, the Npjets
distribution was measured for inclusive Higgs boson production with H — ZZ*. The distribution
was split into two bins with Np jers = 0 and > 1, respectively. In both bins, the measured cross
section was slightly larger than the prediction from MC simulations, although still being in
agreement with the prediction within the uncertainties. For the measurement presented in
this chapter, the relatively tight 70% b-tagging WP is chosen in order to reduce the fraction
of misidentified c-jets and /¢-jets, which increases for b-tagging WPs with higher efficiencies.
Due to the limited sensitivity to ggH+b, as discussed in more detail in Section 10.2.3, the
Ny jets distribution is measured for inclusive Higgs boson production in the H — 7y channel.
Preselection requirements are defined for the events which enter the Ny jes distribution, in order
to reduce the fraction of events where the b-jets originate from decays of particles produced
during the hard scattering process, in particular ttH. The preselection includes a veto on events
with charged leptons (Njep = 0) and requires at least one central jet with pr > 30 GeV to be
present in each event (]\G%etggf)al > 1), as explained in more detail in the following section. The
Npjets distribution is then split into three bins, which are dominated by different processes:

e Npjets = 0: Dominated by ggH +(-jets
e Npjets = 1: Enriched in ggH +b-jets
e Nipjets > 2: Dominated by ttH

The Npjets = 1 bin is enriched in ggH+b events and, hence, the cross section measured in
this bin provides information about H+b-jets production. In Figure 10.2b), the number of
reconstructed jets which can be AR-matched to b-hadrons based on MC truth information is
shown for ggH, VBF and W H events. Most of theses events are characterized by only one
reconstructed jet in the final state which originates from a b quark. This may happen e.g.
when two b quarks from a gluon splitting are reconstructed as a single jet, due to their small
angular separation. Hence, most ggH+b events enter the Ny jets = 1 bin, while t¢H events
are often characterized by two reconstructed b-jets. For this reason, the last bin of the Ny jets
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Chapter 10 Differential cross section measurement of Np_jets

distribution is defined based on the requirement Nj jets > 2, resulting in an Ny jets = 1 bin which
is characterized by a smaller ¢t H fraction compared to a bin with Npjets = 1. In Figure 10.3,
the contribution of each Higgs boson production process to the different bins of the Np jets
distribution is illustrated.

0.6 0.8 1
Fraction of Signal Process / Bin

Figure 10.3: Relative contributions of the different Higgs boson production processes to the
three bins of the Ny jets distribution, with additional requirements on Nio, and NSt applied.
The Npjets = 0 bin is dominated by ggH +light flavor jets, the Ny jots = 1 bin is enriched in
ggH+b, while the Ny jets > 2 bin is dominated by t¢H production.

It is not differentiated between the different Higgs boson production processes in the differential
cross section measurement of Ny jets, therefore the total number of Higgs boson signal events is
extracted in each bin by performing an unbinned likelihood fit to the m., distribution. The
measured Ny jets distribution is then unfolded to the particle level cross section by deriving
correction factors based on MC truth information, in order to correct for detector effects. As the
correction factors are derived from events containing true b-jets, this also corrects the measured
cross section for the amount of mis-tagged c-jets and f-jets. The details of the measurement
are presented in the following.

10.2 Event selection

In the following, the preselection requirements for the Ny jots measurement on reconstruction
level and the definition of the fiducial volume on particle level are described, which were defined
as part of this thesis. In addition, the Ny variable is specified based on the definitions of
b-jets on reconstruction and particle level. While the reconstruction level requirements are
applied to both, data and MC simulation, the particle level definition is used to correct the
measured Ny jets cross section, based on MC truth information, to match the definition of the
fiducial volume. In Table 10.1, the requirements, which are imposed to events on reconstruction
and particle level, are summarized.

10.2.1 Reconstruction level requirements

At reconstruction level, the nominal diphoton selection requirements are applied. A veto on
events containing charged leptons is applied, as no leptons are expected in the H+b-jets final
state. In addition, this veto slightly reduces the t¢H contamination in the Npjets = 1 bin from
approximately 24% to 18%. Although the Ny jes differential cross section is measured for the
inclusive Higgs boson signal, it is preferable to reduce the contribution of processes that do not
match the actual definition of H-b-jets.

Additionally, at least one central jet with pt > 30 GeV is required to be present in each event,
in order to measure the Ny jes distribution only for events that contain jets for which b-tagging
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Table 10.1: Summary of the preselection requirements on recontruction level and the definition
of the fiducial volume on particle level, as well as the respective definitions of b-jets.

Reconstruction level Particle level
Photons | Nominal diphoton selection Two truth photons fulfilling truth isolation
requirements & relative pt cuts
Leptons | Veto on electrons & muons Veto on truth electrons & muons
with pp > 10 GeV with pp > 10 GeV
Jets > 1 central jet with pp > 30 GeV | > 1 central truth jet with pp > 30 GeV
b-jets b-tagged jets with pp > 30 GeV Truth jets with pp > 30 GeV and |y| < 2.5
and the 70% b-tagging WP A R-matched to a b-hadron with pr > 5GeV
within AR = 0.4

information is available. This requirement only influences the first bin of the N jets distribution
and results in a less steeply falling distribution. The jet pr requirement of 30 GeV is chosen for
consistency with the other differential cross section measurements presented in Ref. [4], where
this requirement was chosen due to the smaller contribution of pileup jets with respect to a jet
pr criterion of 25 GeV.

Finally, b-jets are defined as jets with pr > 30 GeV that pass the 70% b-tagging WP. The
considered b-tagging WP, which is characterized by a relatively low fraction of misidentified
c-jets and f-jets, provides a compromise between maximizing the expected significance to
inclusive Higgs boson production and the sensitivity to ggH+b in the Ny jets = 1 bin. While a
tighter b-tagging WP that provides an even higher rejection of c-jets and ¢-jets slightly increases
the sensitivity to ggH+b, it decreases the sensitivity to inclusive Higgs boson production. A
comparison of the sensitivity in the Ny jes = 1 bin, provided by the different b-tagging WPs, is
shown in Appendix D.1.

10.2.2 Particle level requirements

The fiducial volume for the Nj jets measurement is defined on particle level, based on MC truth
information. In general, the selection on reconstruction and particle level is required to be
similar, in order to avoid an extrapolation between different phase spaces during the unfolding.
Only stable particles with a lifetime of 7 > 10 ps are considered for the definition of objects on
particle level. The fiducial volume is defined based on the particle level diphoton selection and
the additional requirements of at least one central truth jet and a veto on truth leptons. The
same kinematic requirements are applied to objects defined on reconstruction and particle level.
A more detailed description of the particle level definitions of the different objects is given
in the following. These are the common definitions in fiducial and differential cross section
measurements in the H — 7 channel [4].

Similar to the reconstruction level event selection, events with two truth photons are selected.
These photons are required to not originate from hadronization processes, which is ensured
by checking the type of the parent particles in MC truth information. In addition, a truth
isolation requirement needs to be fulfilled by the two photons, which is optimized to closely
match the reconstruction level requirement. Therefore, the plff”truth is calculated as the sum
of pr of all charged particles with pr > 1 GeV in a cone with AR = 0.2 around the photon

direction, which is then required to be smaller than 5% of the photon pr.
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A veto is applied to events with charged leptons, based on truth electrons and muons which do
not originate from hadronization processes. The lepton four-momenta are corrected by adding
the four-momenta of photons within a cone of AR < 0.1. Similar to reconstruction level, an
overlap removal is performed by rejecting electrons which are in a cone with AR < 0.4 around
a photon.

Truth jets are defined by clustering all stable particles, except for muons and neutrinos, using the
anti-k; clustering algorithm with a radius parameter of 0.4. Muons and neutrinos are excluded
from the possible constituents of jets on particle level, as they do not produce significant energy
depositions in the EM and hadronic calorimeters. Only central jets with a rapidity of |y| < 2.5
are considered. Among these, truth b-jets are defined as truth jets which are A R-matched to
a b-hadron with pp > 5 GeV within a cone of AR = 0.4. Truth jets are rejected if they are
within a cone with AR < 0.4 or 0.2 around a truth photon or a truth electron, respectively.

10.2.3 Expected event yields

The expected number of events in the different bins of the Ny et distribution for a dataset
corresponding to 79.8fb~! is shown in Table 10.2. The contributions of the different Higgs
boson production processes are shown, as well as the expected number of continuum background
events in the full 105 to 160 GeV m., window, referred to as Bcontg, Which is extrapolated
from a fit to the m,, sideband distribution of the respective bin. The total number of events
from Higgs boson production is denoted by Shiges. The expected significance for inclusive Higgs
boson production, considering only statistical uncertainties, is estimated using the approach
detailed in Chapter 7. There is a large continuum background expectation in each bin, which in
particular limits the sensitivity to final states with either one or at least two b-jets. This is the
case because the expected number of signal events has a similar size to background fluctuations
in these bins. The Ny s = 0 bin provides an expected significance of approximately 7.6 o,
while the Ny jets = 1 and Ny jets > 2 bins yield expected significances of approximately 1.8 o and
1.3 0. The expected significance to ggH production alone amounts to approximately 1.0 ¢ in

Table 10.2: Expected number of events on reconstruction level for the different Higgs boson
production processes and the continuum background for 79.8 fb~!. The continuum background
contribution in the full 105 to 160 GeV m,, window is extrapolated from a fit to the m,
sidebands. In addition, the expected sensitivity to inclusive Higgs boson production for each
bin of the Ny.jets distribution is shown.

Process Nb—jets =0 Nb—jets =1 Nb—jets > 2
ggH 1000 34 1.6
VBF 160 5.9 0.22
WH ol 2.4 0.056
ZH 32 5.0 1.4
ttH 5.2 11 7.0
tHjb 1.4 1.8 0.51
WtH 0.27 0.37 0.13
bbH 6.0 3.1 0.17
SHiggs 1270 63.4 11
BcontBa 234000 9950 583
Exp. sig. [o] 7.6 1.8 1.3
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the Ny jets = 1 bin. Hence, there is no sensitivity to ggH +b alone with the considered dataset.
Nevertheless, the dominant contribution in the Ny jets = 1 bin results from ggH production, so
that the compatibility of the measured and the predicted cross section in this bin provides a
measure for the accuracy of the H+b-jets prediction from MC simulation.

As explained in Section 5.6, the WPs of the b-tagging algorithm are characterized by a certain
efficiency for identifying b-jets and certain mis-tag rates for c-jets and f-jets. Hence, the number
of selected events also includes a certain fraction of events without real b-jets in the final state.
Based on MC truth information it can be investigated which fraction of the selected events
contains truth b-, ¢- and f-jets under the considered b-tagging WP. Similar to b-jets, c-jets can
be identified in MC simulation by performing a A R-matching! to c-hadrons based on MC truth
information. Jets which are not identified as b-jets or c-jets are assumed to be f-jets. Based on
these definitions, the selected events are classified into

o H+b events if Ny jets > 0,
e H+c events if Ny jers = 0 and Nejets > 0,
o H+/{ events if Npjets = 0 and Nejers = 0.

In Table 10.3 the fraction of events with b-, ¢- and (-jets is shown for the three bins of the
Np.jets distribution and the ggH, VBF and W H processes. In Appendix D.2, the equivalent
table is shown for all Higgs boson production processes and for the different b-tagging WPs in
the Npjets = 1 bin. In the Ny jets = 1 bin, approximately 57% of the selected ggH events are
classified as H 4 b, so that ggH events with b-jets provide the dominant contribution in this bin.
For VBF and W H production, the fraction of H + ¢ events is dominant as in both processes
c-jets may be produced by the decays of vector bosons. The fraction of misidentified b-jets is
corrected for during the unfolding to particle level. As the estimated fraction of b-jets, c-jets
and f-jets might depend on the considered MC sample, a systematic uncertainty is assigned to
the correction factor based on a variation of the parton shower algorithm.

Table 10.3: Classification of the selected ggH, VBF and W H events into H+b, H+c and H+/{
in the different bins of the Ny jets distribution.

Nb—jets =0 Nb—jets =1 Nb—jets > 2

Process | H+¢ H+c H+b | H+¢{ H+c H+b | H+¢ H+4c H+b
ggH 2% 68% 1.4% | 18% 26% 5% | 4.5% 4.0% 91%
VBF 83% 16% 1.0% | 15% 48% 37% | 1.7% 8.5% 90%
WH 0% 29% 039 % | 12%  76% 12% | 1.8% 32% 66%

10.3 Signal & background modeling

The models for signal and background, which are used to define the likelihood function for the
S+B fit to m., are determined as described in Chapter 7. The parameters of the DCB function
are determined from a fit to the m,, distribution of all Higgs boson production MC samples.

LA slightly different A R-matching criterion of AR < 0.3 is used here, as this information is provided along
with the b-tagging information.
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In Table 10.4, the mean and the width of the Gaussian component of the DCB functions for
the different Ny jets bins are shown. While the mean of the DCB function is similar for the
three bins, the m,, distributions become narrower for the Nj jets = 1 and > 2 bins. The signal
model for the Ny jeis = 1 and > 2 bins, including the full set of DCB parameters, is shown in
Figure 10.4. The DCB function provides a good description of the Higgs boson processes in the
m~~ region between 120 and 130 GeV, which contains the largest fraction of the Higgs boson
signal. A disagreement between the MC prediction and the DCB function is observed in the
tails of the DCB function, which is expected to have no significant impact on the measurement,
due to the tiny fraction of signal events in these regions. The signal model for the remaining
bins is shown in Appendix D.3.
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Figure 10.4: The DCB signal model for the Ny jets = 1 and > 2 bins as determined from a fit
to the m., distribution in MC simulations. In addition, the different fit parameters of the
DCB function are shown.

The background model in each Ny jets bin is determined based on an S+B fit to a B-only template,
that is derived from diphoton MC simulation and data control regions. As the background
templates are characterized by relatively large statistical fluctuations, especially in the Ny jets = 1
and Np jets > 2 bins, the relaxed spurious signal criteria are used to chose a background model.
Functions with either one or two free parameters are chosen for the background model, as
summarized in Table 10.4. The associated background modeling uncertainties, which are defined
based on the fitted spurious signal, are comparably large, as shown in the following section.

Table 10.4: Summary of the signal and background models for the different bins of the Ny jets
distribution. The mean and the width of the Gaussian part of the DCB function are shown,
as well as the functional forms which are used to model the continuum background, including
the number of free parameters Ny, .

Signal Background
Bin pep [GeV]  ocp [GeV] | Functional form — Npg,
Npjets = 0 125.11 1.68 ExpPoly2 2
Npjets = 1 125.11 1.62 PowerLaw 1
Npjets = 2 125.13 1.49 PowerLaw 1

106



10.4 Signal extraction

10.4 Signal extraction

The Higgs boson signal is extracted in each Ny jes bin by simultaneously performing an S+B
fit to the respective m., distributions, based on the signal and background models described
in the previous section. This signal extraction fit for the Ny jes distribution was performed as
part of this thesis. The statistical model is based on a likelihood function £, describing the
Poisson probabilities in each bin, which is used to define a profile likelihood ratio A as described
in Section 7.4. The signal and background contributions of the m., distribution observed in
data and their uncertainties are then determined with the profile likelihood test statistic -2 1n A.
Different systematic uncertainties are considered in the signal extraction fit, which are either
treated as NPs in the fit or as an uncertainty on the fitted signal yield. The considered sources
of systematic uncertainty are

« the photon energy scale (PES) and photon energy resolution (PER) uncertainties,
o the Higgs boson mass uncertainty and

o the background modeling uncertainty.

The systematic uncertainties related to PES and PER affect the shape of the signal model
and, hence, NPs are defined for each of these uncertainties. While the PES variations generate
a shift in m., of the DCB function, the PER variations influence the width of the DCB
function. For both, PES and PER, the uncertainties are split into several different components
in order to avoid overconstraining these NPs due to an oversimplified treatment. In total, there
are 64 NPs related to PES and 9 NPs related to PER. The respective uncertainties, which
correspond to the 4+ 1 ¢ variations of each of these NPs, are determined by deriving the signal
model for each variation. For the PES uncertainties, the difference between the mean of the
DCB functions for the nominal case and the variation defines the uncertainty, while for PER
uncertainties the difference between the widths is considered. The PES uncertainties are defined
as Gaussian constraints in the likelihood function, while log-normal constraints are used for the
PER uncertainties.

An additional NP is defined based on the assumed Higgs boson mass value, which is given by
the combination of the measured values at the ATLAS and CMS experiments and amounts
to (125.09 + 0.24) GeV. This measured value is used to shift the m,, distribution in MC
simulations, which are nominally produced with my = 125 GeV. Hence, the corresponding
uncertainty of 4+ 0.24 GeV is considered in the fit.

Additional free parameters in the fit are those related to the background model. While the
functional form of the background model is chosen based on diphoton MC samples, the final
parameters of the background model are determined from the S+B fit to the m., distribution.
Depending on the Np jets bin, there are one or two additional free parameters in the fit to account
for the background model. Additionally, a systematic uncertainty related to the background
modeling, which is defined based on the maximum amount of fitted spurious signal, is considered
as an uncertainty on the fitted signal yield.

In Figure 10.5, the m.. distribution for each Nj.jets bin and the fitted signal and background
components, which are determined as described above, are shown. The lower panel in these
plots shows the difference between the number of events observed in data and the fitted number
of continuum background events. In the Ny jes = 0 bin, the Higgs boson signal peak is well
visible above the falling continuum background spectrum. In contrast, the m., distributions in
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the Npjers = 1 and Np jers > 2 bins are characterized by larger statistical fluctuations, leading
to a less visible Higgs boson signal peak. In addition to the three Nj jots bins, the underflow
bin, containing the remaining H — 7y events that failed the preselection requirements, is fitted

along with the other bins in order to help constraining the PES/PER NPs.
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Figure 10.5: S4B fit to the m., distribution of the different bins of the Ny jets distribution,
which is performed to extract the Higgs boson signal yield in each bin. The m., distributions
observed in data, as well as the fitted signal and background contributions are shown. The
lower panel shows the difference between the number of events observed in data and the fitted
continuum background yield.

The number of fitted signal events in the different bins of the Ny jes distribution, including
the fit uncertainties, is shown in Figure 10.6a), while the ratio of the fitted Higgs boson
signal yields and the MC expectation is shown in Figure 10.6b). In the Npje;s = 1 bin, the
number of observed signal events is about 40% larger than the prediction, whereas a downward
fluctuation of about 50% is observed in the Njjois > 2 bin. However, in each bin of the Np jeys
distribution the number of fitted Higgs boson signal events is in good agreement with the
prediction within the fit uncertainties, which include the statistical, the PES/PER and Higgs
boson mass uncertainties.

A scan of the -2In A function is performed as a function of the number of signal events N 5%,
which corresponds to the parameter of interest (Pol). While the minimum of the scan curve
corresponds to the best-fit value, the width of the scan curve for -2In A = 1 corresponds to the
68% CL, which is used to define the uncertainty on N*¥9. The expected contributions of the
individual fit uncertainties to the total uncertainty on the extracted signal yield are studied in
each Npjets bin, based on a fit to an Asimov dataset. The total uncertainty, oo, is determined
based on the width of the scan curve, when leaving all NPs free floating in the fit. In contrast,
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Figure 10.6: a) Fitted number of Higgs boson signal events in data and the number of signal
events predicted by MC simulations in the different bins of the Ny jeis distribution and
the underflow bin, b) ratio of the fitted number of Higgs boson signal events and the MC
expectation in the three Ny jets bins. The error bars include the fit-related uncertainties, i.e.
the statistical, the PES/PER and the Higgs boson mass uncertainties.
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Figure 10.7: Breakdown of the expected fractional uncertainties on the extracted signal yield,
evaluated using an Asimov dataset. The systematic uncertainty is shown in orange, while
the statistical uncertainty is shown in blue. In a) the systematic uncertainties only include
the PES/PER and Higgs boson mass uncertainties, while in b) the background modeling
uncertainty is included as well.

the statistical uncertainty, ogtat, is defined based on the width of the scan curve when fixing
the NPs related to PES/PER and the Higgs boson mass uncertainty to their best-fit values.
The systematic component of the total uncertainty is then estimated based on the equation

_ 2 2
Otot = 4/ Ostat + Ogyst-

In Figure 10.7, the expected fractional fit uncertainties in each bin of the Nj jets distribution are
shown. While Figure 10.7a) shows the statistical uncertainty and the systematic uncertainty
based on the NPs in the S+B fit, in Figure 10.7b) the systematic uncertainty does also include
the background modeling uncertainty. In each bin, the statistical uncertainty is large compared
to the PES/PER uncertainties. The background modeling uncertainty provides the dominant
contribution to the systematic uncertainty on the fitted signal. While the statistical uncertainty
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Figure 10.8: Ranking plots obtained from a) a fit to an Asimov dataset or b) the fit to data,
showing the 15 most important NPs for the N jets = 1 bin. The number of signal events, N9,
corresponds to the Pol. The pre-fit and post-fit values of the nuisance parameters # and the
associated uncertainties are shown as red and black points and lines, respectively. The yellow
and blue hatched bands show the pre-fit and post-fit uncertainties on N*%¥, respectively.

is expected to be dominant in the Ny jets = 1 and Ny jers > 2 bins, in the Ny jes = 0 bin the
systematic uncertainty becomes dominant when including the background modeling uncertainty.
Similar plots of the signal extraction uncertainty are shown in Appendix D.4 for the actual fit
to data. The magnitude of the individual uncertainties obtained from the fit to data is very
similar to the expectation, except for the Ny jets > 2 bin. As the observed number of events in

this bin is smaller than expected, a larger statistical uncertainty is observed.

In Figure 10.8 a ranking of the NPs for the N jets = 1 bin is shown, which is obtained either
from a fit to an Asimov dataset or the fit to data. The PES and PER uncertainties are denoted
by EG_RESOLUTION and EG__SCALE, respectively. Due to the large number of NPs, these
plots only show the 15 NPs with the largest impact on the Pol. The red and black points show
the expected and fitted values of the NPs, which are both 0 for a fit to an Asimov dataset,
and the associated uncertainties, respectively. In data, the fitted NPs related to the PER
uncertainties are slightly pulled toward negative values, resulting in a signal peak which is
narrower than predicted by MC simulation. The yellow and blue hatched bands show the pre-fit
and post-fit uncertainties of the NPs, indicating their expected and observed impact. The pre-fit
impact of a given NP is determined by fixing the respective NP to its 4+ 1 o values, while leaving
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the other parameters free in the fit, whereas the post-fit impact is determined by fixing the other
NPs to their best-fit values. The most important NPs are related to the PER uncertainties,
such as EG_ RESOLUTION_MATERIALID, which is related to the modeling of the material
in the InDet. However, as discussed in the previous paragraph, the PES/PER uncertainties
only provide a comparably small contribution to the total signal extraction uncertainty of the
different Ny jers bins, due to the much larger background modeling and statistical uncertainties.
In general, the same trends are observed in the ranking plots obtained from the fit to an Asimov
dataset and the fit to data. In Appendix D.4, similar ranking plots are shown for the remaining
Nb—jets bins.

10.5 Unfolding

The distribution of the number of b-jets, for which the amount of Higgs boson signal is extracted
as described in the previous section, is then unfolded to the particle level cross section. The
unfolding corrects the measured cross section for effects like the detector response and detector
inefficiencies, which cause migrations between the different bins of the distribution. This is
done by using the bin-by-bin unfolding method, where the extracted signal yield in each bin
is divided by a correction factor C'. The correction factor in bin 7 is determined from MC
simulation based on
nreco

C; =~ (10.1)

ptel ?
n;

where n;°“ describes the number of events in MC simulation that fulfill the reconstruction
level requirements and n! tl Jescribes the respective number of events fulfilling the particle level
requirements in bin ¢. Then, the particle level cross section in each bin is calculated as

dO’i N?ig
= L 10.2
dNpjets  Ci- [ LAt (10.2)

where [ £dt describes the integrated luminosity of the considered dataset and Nfig the
number of extracted signal events in bin ¢. The unfolding, based on the bin-by-bin method,
introduces a bias as it strongly depends on the modeling of the particle level distribution in
MC simulation. Therefore, different bias scenarios are investigated, which are considered as
theoretical uncertainties on the correction factors. However, the bin-by-bin method is assumed
to be a valid approach in measurements which are statistically limited, as in those cases the bias
is small compared to the statistical uncertainty of the measurement. In the measurement of the
differential Ny.jes cross section, migrations between the different bins are primarily induced by
the use of b-tagging. On the one hand, the limited b-tagging efficiency leads to b-jets which
are not selected on reconstruction level, leading to correction factors < 1. On the other hand,
c-jets and f-jets jets may falsely be identified as b-jets on reconstruction level by the considered
b-tagging algorithm. In Figure 10.9, the migration matrix of the Ny jets distribution is shown,
where the number of b-jets on reconstruction level is plotted versus the number of b-jets on
particle level. The migration matrix describes the probability for an event which is classified in
bin ¢ on reconstruction level to be classified in bin j on particle level. The matrix is asymmetric
due to the two effects of unidentified b-jets and mis-tagged c-jets and /-jets.

111



Chapter 10 Differential cross section measurement of Np_jets

The correction factor also accounts for Dalitz events, H — yy* — ~vf f, which are generated by
PyTHIAS along with the H — ~~v decay. These events are rejected at particle level due to the
absence of a stable diphoton final state. However, at reconstruction level approximately 0.4%
of the selected events correspond to Dalitz events. Hence, this fraction is also accounted for
during the unfolding.

Particle level Nb_jets

(1uig |9nej-0081 | [ uiq |ans)-ejonued)d

Reconstruction level Nb_j ots

Figure 10.9: Unfolding matrix of the Ny jes distribution, where the number of b-jets selected
on reconstruction level is plotted versus the number of b-jets on particle level. The off-diagonal
elements are non-zero due to the limited efficiency of the considered b-tagging algorithm and
misidentified c-jets and {-jets.

10.6 Systematic uncertainties

Different sources of uncertainty are considered for the measurement of the differential Np_jets
cross section. In general, these can be summarized by the following components:

1. Statistical uncertainty on the extracted signal yield

2. Signal extraction: PES/PER, background model, Higgs boson mass uncertainties
3. Luminosity uncertainty
4

. Correction factor: Physics modeling and experimental uncertainties

The uncertainties related to the signal extraction fit were described in detail in Section 10.4.
These include the statistical uncertainty on the extracted signal yield and systematic uncer-
tainties related to the PES/PER, the background model and the assumed Higgs boson mass.
In addition, a constant uncertainty of 2.0% is imposed on the integrated luminosity of the
considered 2015-2017 dataset [150]. Finally, there are systematic uncertainties related to the
unfolding, which include theoretical as well as experimental uncertainties, as described in the
following. The estimation of the parton shower related systematic uncertainty was performed
as part of this thesis.
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10.6 Systematic uncertainties

10.6.1 Physics modeling uncertainties

Signal composition

A model dependence of the differential cross section measurement is introduced if the correction
factors depend on the Higgs boson production processes. A systematic uncertainty is assigned
to the correction factor to account for this potential bias. This uncertainty is derived by
varying the composition of the Higgs boson signal in each bin, based on the experimental
boundaries of the different Higgs boson production processes as measured by the ATLAS and
CMS combination of Higgs boson production cross sections [151].

Parton shower modeling

The additional b-jets in ggH production are mostly simulated during the parton showering.
Hence, their modeling depends on the choice of the parton shower algorithm. The nominal
correction factors are determined with the default parton shower algorithm PyTHIAS. A
systematic uncertainty is assigned to the modeling of the parton shower, by rederiving the
correction factors with a ggH MC sample produced with the alternative parton shower generator
HERwWIGT. The relative difference between the correction factors obtained with the nominal
and the alternative MC sample is considered as systematic uncertainty on the correction factor
in each Np jets bin.

ggH PowhegPythia8 —
Vs = 13 TeV, Simulation
ggH PowhegHerwig7 =

0.8— _

Correction Factor

0.6— _

041 -

Nb»jets

Figure 10.10: Correction factors for the different Ny jets bins determined using ggH MC
samples generated with the PYTHIAS and HERWIGT parton shower algorithms.

In Figure 10.10, the inclusive correction factors for the nominal and the alternative case are
shown for the three Ny jets bins. The uncertainties in the N jets = 0, 1 and > 2 bins amount to
0.65%, 1.83% and 0.37%, respectively. The uncertainty increases from the Ny jets = 0 to the
Ny jets = 1 bin due to the stricter requirement on the number of jets in the final state. On the
other hand, it decreases again for Ny jets > 2, as ttH production is dominant in this bin. As the
b-jets in ttH production originate from the top quark decay and not from the parton shower,
this behavior is expected. As an additional cross check, the b-jet, c-jet and f-jet contributions
to the different bins of the Nj jets distribution are compared for the ggHH MC samples produced
with the PYTHIAS and the HERWIGT parton shower algorithms. The respective numbers are
shown in Table 10.5. The difference between the H + b contribution in the Ny jes = 1 bin
amounts to 1.8%, which supports the accuracy of the estimated uncertainty on the correction
factor.
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Table 10.5: Comparison of the H+b, H+c and H+/ contributions to ggH events generated
with POWHEG in combination with the PYTHIAS and the HERWIGT parton shower algorithm.

Nb—jets =0 Nb—jets =1 Nb—jets > 2

Parton shower | H+¢{ H+c¢ H+b| H4+¢{ H+c¢ H+b | H+¢{ H+c H+b
ggH PyTHIAS | 91.9% 6.7% 1.4% | 182% 258% 56.1% | 4.9% 4.4% 90.7%
ggH HERWIGT | 93.2% 5.5% 1.4% | 19.4% 22.6% 57.9% | 4.0% 4.4% 91.6%

Higgs boson pt and rapidity mismodelling

An additional uncertainty is defined to account for a possible mismodeling of the Higgs boson
pr and rapidity distributions in MC simulations. To estimate this uncertainty, the distributions
in MC simulations are reweighted to match the distributions observed in data and the correction
factors are rederived based on these MC samples. The difference to the nominal correction
factor is then defined as a systematic uncertainty. As the Ny jes distribution does not strongly
depend on the modeling of the Higgs boson pr and rapidity, this uncertainty only has a minor
impact.

Dalitz decays

An uncertainty is assigned to the fraction of Dalitz events in the considered MC samples. As the
branching ratio of Dalitz decays is barely known, a conservative 100% uncertainty is assigned.

10.6.2 Experimental uncertainties

Object related uncertainties

As described in Chapter 5, the efficiencies of several object definition and selection criteria in MC
simulation are corrected to match the values measured in data. The corresponding data-driven
SFEs are applied to the MC simulations and their associated uncertainties are considered in the
Ny jets measurement. In addition, uncertainties related to the calibration of photons and jets
are considered. Overall, systematic uncertainties related to photon ID and isolation, PES/PER,
the jet energy scale and resolution (JES/JER), the JVT requirement and flavor tagging are
accounted for. These systematic uncertainties are estimated by rederiving the correction factors
with MC samples containing the up and down variations of the SFs and calibration related
quantities.

Pileup reweighting

An uncertainty is assigned to the pileup reweighting which is applied to MC simulation. This
uncertainty is estimated by varying the average number of pileup events in MC simulation
based on the pileup distribution observed in data.

Modeling of pileup jets in simulation

An additional uncertainty is assigned to the modeling of pileup jets in MC simulation. The
fraction of pileup jets, which do not originate from the hard scattering process, is estimated
using jets that cannot be AR-matched to a truth jet with pp > 10 GeV within a cone with
AR < 0.4. The influence of the pileup modeling on the correction factor is estimated by
randomly removing 20% of the pileup jets in MC simulation.
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10.6 Systematic uncertainties

Diphoton vertex selection

Furthermore, an uncertainty is assigned to the diphoton vertex selection. For each MC event,
the z value of the truth vertex is compared to the respective value of the selected vertex at
reconstruction level. A matching is applied based on the requirement Az < 3mm and the
weights of events, which do not fulfill this criterion, is increased by approximately 10%. These
increased weights account for the difference of the vertex selection efficiency in data and MC
simulation. The uncertainty is then derived by reevaluating the correction factors with the
varied event weights.

Trigger efficiency

An uncertainty is assigned to the efficiency of the diphoton trigger, based on the uncertainty
of the efficiency measured in data using a bootstrap method [58], and amounts to approxi-
mately 0.7%.

10.6.3 Summary

An overview of the impact of the different kinds of uncertainties on the measured Np.jes cross
section is given in Figure 10.11a). The statistical uncertainty is the largest uncertainty in each
bin of the Nj jets distribution, except for the Ny jets = 0 bin, where the systematic uncertainties
have a similar size. The uncertainties related to the signal extraction are the second largest
contribution in each bin. This uncertainty is dominated by the background modeling uncertainty,
while the PES/PER uncertainties provide a relatively small contribution. The uncertainty
on the correction factor, whose composition is shown in Figure 10.11b), is comparably small
in each bin of the Np et distribution. Among the different contributions, the experimental
uncertainties due to photon isolation, flavor tagging and JES/JER are dominant, compared to
the minor contributions of the theoretical uncertainties.
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Figure 10.11: Breakdown of the different kinds of uncertainties on the measured differential
cross section of the Ny.jes distribution [4]. In a) the total uncertainty breakdown is shown,
including the signal extraction, correction factor, luminosity and statistical uncertainties, while
b) illustrates the composition of the correction factor uncertainty.

115



Chapter 10 Differential cross section measurement of Np_jets

10.7 Results and Discussion

The unfolded Ny jets distribution, including the total systematic and statistical uncertainties, is
shown in Figure 10.12. The nominal MC expectations for ggH, ttH and the remaining Higgs
boson production processes, which are denoted by X H, are compared to the cross section
measured in data. In addition, the ratio of the cross section measured in data and predicted by
MC simulation is shown in the bottom panel. The measured cross section in the Np_jets = 1 bin
is about 40% higher than the prediction. However, within the uncertainties the measured values
are generally in good agreement with the SM prediction in each Ny jes bin. The agreement is
quantified in terms of a y? probability, which amounts to 84% [4].

= T T
= 403LATLAS Preliminary H—yy,Vs=13TeV, 79.8fb"
b.z_z -4 data, tot. unc. syst. unc.
10%F — gg—H default MC + XH E
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Figure 10.12: Measured differential cross section of the Ny jets distribution using 79.8 fh?
of ATLAS data [4]. Additional requirements are applied on Ny, and ]\G‘g‘iggf)al The MC
predictions, estimated from the nominal MC samples, are shown for ggH, ttH and the
remaining Higgs boson production processes, X H.

Especially in the Ny jets = 1 and Npjets > 2 bin, the statistical uncertainty is the dominant
uncertainty in this measurement. The total uncertainty in the Njjets = 1 bin, which is designed
to provide sensitivity to H-b-jets, amounts to approximately 56%. The 100% uncertainty,
which is currently assigned to H-+b-jets, approximately corresponds to the largest deviation
between the prediction and the measured cross section for Ny jes = 1, including the total
uncertainty. Compared to the measurement of the Ny jes cross section in the H — ZZ* — 4/
channel, a better agreement between the measured and predicted cross section is observed
and the uncertainties are decreased due to the larger considered dataset. Additionally, the
requirement on N, and the choice of binning slightly reduce the ttH contribution in the
Nb—jets = 1 bin.

Due to the small cross section of ggH+b and the comparably large non-resonant background,
there is no sensitivity to this single process, yet. Therefore, the measurement of the differential
Ny jets cross section is considered to be a first step towards a measurement of ggH+b. In the
next chapter, an attempt to separate H+b-jets production from the continuum background,
based on MVA techniques, is presented.
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Chapter 11

Alternative strategy for a measurement of H-}b-jets
using M VA techniques

In this chapter, a strategy to obtain a more precise measurement of H+b-jets, with respect
to the Nj.jets measurement presented in the previous chapter, is presented. In order to define
a signal region with a reduced t¢H contribution, an additional event selection criterion on
the maximum number of jets is investigated. Additionally, as the sensitivity of the Njjes
measurement is limited by the large contribution of continuum background events, an attempt
to separate H+b-jets from the continuum background using MVA techniques is presented. In
the following, first the strategy for improving the sensitivity of the H+b-jets measurement is
discussed. Then, the alternative event selection and the application of MVA techniques in the
H+b-jets measurement are described in detail. This is followed by a discussion of the impact of
this approach on the background modeling and the systematic uncertainties.

11.1 Strategy for improvements

In contrast to the differential cross section measurement of Ny jets, in this chapter the measure-
ment of a fiducial cross section in a region with Ny jets > 1 is studied, as this corresponds to the
final state of interest for H+b-jets. Although the cross section measured in the Ny jets = 1 bin is
characterized by a significant contribution from ggH+b production, it contains a non-negligible
fraction of ttH events of approximately 18%. The ggH final state can be distinguished from
ttH events, which are characterized by considerably higher jet multiplicities, by introducing
a requirement on the maximum number of jets. Therefore, the event selection is modified

accordingly, in order to obtain a signal region which is more pure in ggH.

The sensitivity of the Nj jets measurement is limited by the amount of continuum background,
which is large compared to the Higgs boson signal for the considered final states. An enhanced
separation between Higgs boson signal and continuum background events would help to increase
the sensitivity to H-+b-jets and, simultaneously, decrease the statistical uncertainty of the
measurement. After the preselection, the Higgs boson and continuum background events have
very similar properties and, hence, no significant improvement of the sensitivity to H-+b-jets
can be obtained through additional requirements on single kinematic variables. Variables
describing the kinematics of the individual final state particles and more complex variables,
which e.g. characterize the structure of the whole event, are studied. Several of these variables
provide at least a small discrimination between H+b-jets and the continuum background. The
application of MVA techniques allows to combine the information from these variables into
one discriminant which provides an improved separation between signal and background by
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exploiting the correlations between the discriminating variables. In the following, a BDT is
trained to separate H-b-jets events from the continuum background. Events which pass the
preselection on reconstruction level enter the BDT and a weight between —1 and 1 is assigned
to each of them. A BDT weight close to —1 indicates a more background-like final state, while
a BDT weight close to 1 is characteristic for signal-like events. Based on the BDT discriminant,
the events are divided into three categories with a different Higgs boson signal to continuum
background ratio S/Bcontg. Then, an S+B fit to the m,, distributions of the respective
categories is performed, in order to extract the Higgs boson signal.

In general, the fiducial volume should be defined based on simple kinematic requirements, which
can be defined similarly on reconstruction and particle level. For this reason, it is not possible
to reject continuum background events by imposing requirements on the BDT discriminant, as
the measured cross section would correspond to a phase space which cannot be easily defined
on particle level. In order to keep the definition of the fiducial volume independent of the
BDT categorization, the number of fitted signal events and the associated uncertainties of
the three BDT categories need to be combined. The measured signal yield in the combined
BDT categories, however, can then be unfolded to particle level and the unfolding related
uncertainties remain independent of the BDT categorization. An overview of the different steps
of the alternative analysis strategy is given in Figure 11.1.

I Preselection |

¥

l BDT-based categorization |

Events

BDT discriminant

| Signal extraction for each categoryl
[N} V)

e

» > »

My My Myy

Events

| Combination of extracted signal yields |

| Unfolding |

Figure 11.1: A sketch illustrating the different steps of the alternative strategy for a measure-
ment of H+b-jets. After the preselection, events enter a BDT which discriminates between
continuum background and H+b-jets events. Based on the BDT discriminant, three categories
with a varying S/Bcontpa are defined. The signal is first extracted in each of these categories
through a fit to m., and is then combined into the total number of signal events in the fiducial
volume. Finally, the measured cross section is unfolded to particle level.
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11.2 Event selection

The event selection criteria on reconstruction and particle level remain similar to the requirements
in the Np jets measurement, described in the previous chapter. On reconstruction level, a veto
on charged leptons is applied and at least one b-tagged jet, considering the 70% b-tagging WP,
is required. In each event, the jet with the highest MV2c10 weight (the “MV2-leading jet”),
which is the jet with the highest probability of originating from a b quark, is required to have
pt > 30GeV. The properties of this jet are used in the following to define variables which
are used for the training of the BDT. In general, only jets with pr > 30GeV and |n| < 2.5
are considered. An additional requirement on the maximum number of jets is introduced,
which is dedicated to reducing the fraction of ttH events in the signal region. In Table 11.1,
the efficiencies of different requirements on N]Ce?slgf)al are shown for the different Higgs boson
production processes. A compromise has to be made, in order to keep the selection efficiency of
ggH high, while reducing the t¢H contribution. A requirement of Nj‘éetrsl%al < 3 is chosen, as
the selection efficiency of ggH remains close to 100%, while the efficiency for selecting ttH
events is reduced to 25%. This results in a ttH contribution of approximately 6% after the

preselection.

The fiducial volume is defined similarly to the reconstruction level event selection, requiring a
veto on truth leptons, a maximum number of three central truth jets with pr > 30 GeV and at
least one central truth jet with pp > 30 GeV, which is A R-matched to a b-hadron.

Table 11.1: Efficiencies of different requirements on the maximum number of central jets
with pr > 30 GeV, J\fjgct{;g{)al, on reconstruction level for the different Higgs boson production
processes and events without leptons and at least one central jet in the final state.

Efficiency for events with Ny, = 0, ]\G‘;‘iﬁg{)ﬂ > 1 and
Process | Netfsl = 1 Nl <2 Nl <3 Nl < 4
ggH 0.73 0.94 0.99 1.00
VBF 0.69 0.94 0.99 1.00
WH 0.44 0.81 0.95 0.99
ZH 0.39 0.77 0.93 0.98
ttH 0.02 0.08 0.25 0.50
tHjb 0.13 0.40 0.71 0.91
WtH 0.03 0.13 0.32 0.57
bbH 0.73 0.93 0.98 0.99

As the modeling of jets in ggH MC simulation strongly relies on the choice of the parton shower
algorithm, it is investigated if the requirement on the maximum number of jets introduces a
model dependence during the unfolding. Therefore, the distributions of the number of central
truth jets with pt > 30 GeV for the ggH MC samples showered with PYTHIAS and HERWIGT are
compared for events without truth leptons, as shown in Figure 11.2. Relatively large differences
are observed in the individual bins of the distribution for small truth jet multiplicities. However,
the probability of finding ggH events with more than three central jets with pt > 30 GeV is
very small, resulting in an efficiency of the ]\G%etrslgroal < 3 requirement close to 100% for both
MC samples. The relative difference between the number of selected events after applying
the Nj‘ft‘slgroal < 3 requirement amounts to approximately 0.8%. Hence, only a minor model
dependence is introduced by this additional requirement, which is accounted for by the parton

shower modeling uncertainty on the correction factor.
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Figure 11.2: Comparison of the number of central truth jets with pr > 30 GeV for events
without truth leptons, obtained with the ggH POWHEG+PYTHIA8 and POWHEG+HERWIGT
MC samples.

11.3 Separation between H+b-jets and the continuum
background

The application of MVA techniques has become a common approach in high energy physics.
These techniques allow to efficiently separate rare signal processes from background processes,
thereby increasing the sensitivity of an analysis. Popular choices for MVAs are artificial neural
networks, which can be built of several layers of connected neurons, and Boosted Decision Trees
(BDTs), which usually consist of a large set of binary decision trees. The MVA algorithms are
optimized for a specific application in a process which is referred to as training. The training is
based on discriminating variables, which are provided to the MVA algorithm via signal and
background MC simulations. This has the advantage that the true classification into signal
and background of the events is known from the training sample. The MVA assigns a weight
between 1 and —1 to each event, indicating if the event is signal-like or background-like, and the
distribution of weights is referred to as the MVA discriminant. In the following, a BDT-based
approach to separate the H+b-jets signal from the continuum background is presented. First,
the basic principles of BDTs are briefly described, followed by a more detailed description of
the BDT training, the discriminating variables and the final discriminant, which is used to
classify the preselected events into different categories.

11.3.1 Boosted Decision Trees

A decision tree is a classifier which discriminates between signal and background based on
binary decisions. It has a tree structure, as illustrated in Figure 11.3, with nodes that represent
different criteria on the provided input variables. At each node, a true or false decision is taken,
depending on whether the criterion is fulfilled or not for the considered event. The criteria
are optimized during the training of the decision tree. Based on the decisions taken at each
node, an event passes through the tree until it reaches the final node, where is it classified
either as signal or background. Single decision trees are inefficient and unstable with respect to
statistical fluctuations in the training sample, whereas BDTs take advantage of a large number
of decision trees that are iteratively trained on the same sample and whose output is combined.
For this thesis, the BDT implementation provided by the TMVA package [152] is used.
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For the training, samples for signal and background containing several discriminating variables
are provided to the BDT. The decision trees are then trained in an iterative procedure by
successively optimizing the criteria that split the sample into signal-like and background-like
events for each tree. The training starts with the optimization of the criterion at the first
node of a tree, where it chooses the variable that provides the best discrimination between
signal and background. The criterion on this discriminating variable is optimized to provide the
best possible discrimination. For the subsequent nodes, this step is repeated on the remaining
subsamples. The training of the decision tree stops if the number of remaining training events is
too small or the predefined maximum depth of the tree has been reached. An event entering the
trained BDT is finally classified as signal or background, depending on whether the majority of
training events in the final node was classified as signal or background. The separation power
of the different variables is assessed by the Gini Indez, which is defined as G = p - (1 — p) with
the purity p. The Gini Index gets small for a good separation between signal and background,
indicated by p = 0 or p = 1, and has a maximum if signal and background events are randomly
distributed, which corresponds to a purity of p = 0.5. The Gini index is symmetric with respect
to the classification into signal and background events, so that criteria with a high signal
efficiency are treated similar to criteria with a high background efficiency.

Figure 11.3: Sketch of the structure of a decision tree, which consists of different nodes that
represent certain criteria on the discriminating variables. Based on these criteria, binary
decisions are taken at each node in order to classify events reaching the final nodes as signal (.5)
or background (B).

The performance and stability of decision trees can be enhanced by the use of boosting and
bagging techniques. Bagging refers to a technique where subsets of the original training sample
are created randomly. The training of the classifier is then repeated on each of these subsamples
and a combined classifier is built. The use of bagging during the training helps to stabilize
the classification algorithm, as it corresponds to a smearing of statistical fluctuations in the
training sample.

Boosting techniques are used to increase the performance of weak classifiers, by combining a
large number of weak classifiers into one strong classifier. Two common choices of boosting
algorithms are the adaptive boost (AdaBoost) [153] and the Gradient boosting [154]. The
AdaBoost algorithm improves the performance of decision trees through modifications of the
event weights during the training. If an event is misclassified by a single classifier, it is given
a higher event weight. The following tree is then trained using the training sample with the
modified event weights, thereby improving the classification of previously misclassified events.
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The different trees are then combined into a single classifier through the weighted sum of the
individual classifiers h;:

1 N
yAdaBoost(m) = N ’ Zln(az) : hl(m)a (111)

where the weights «; are calculated as o; = (1 — r;)/r;, with r; describing the misclassification
rate. The number of individual classifiers is given by N and « describes the set of input
parameters.

Similarly, the Gradient boosting combines several weak classifiers through the weighted sum of
the individual decision trees f(x;an):

M
F(z; P) = Z Bmf(@;am); P € {Bm;am b, (11.2)
m=0

The boosting is then performed by optimizing the parameter set P € {f,,; am}é/[ , such that the
difference between the response of the classifier F'(x) and the true value y is minimized. The
parameters a,, describe the properties of the individual classifiers, while the parameters 3,
describe the impact of the individual classifiers in the weighted sum. The number of individual
classifiers is given by M. The difference between F'(x) and y is quantified by the loss-function
L(F,y). For Gradient boosting, a binomial log-likelihood loss function is used in the TMVA
package, which is defined as follows:

L(F,y) = In (1 + e—2F<w>y> (11.3)

The loss function is minimized during the training with the help of a numerically approximation,
based on the steepest-descent approach. This step is repeated for a large number of decision
trees, which are added successively, in order to obtain a combined classifier providing an
improved discrimination between signal and background. Hence, the classification is improved
by the use of boosting algorithms, as these assess the weaknesses of the classifier in each step of
the training either through the misclassification rate, in the case of AdaBoost, or the gradient
of the loss function, in the case of Gradient boosting. In the different steps of the training,
additional classifiers are added successively to account for these weaknesses and improve the
classification algorithm. Instead of classifying an event as signal or background, as in the case
of a single decision tree, a BDT assigns a weight between —1 and 1 to each event.

A common issue of MVA algorithms is the so-called overtraining, which describes the effect that
the classifier learns features in the training sample that result from statistical fluctuations. This
might happen e.g. if too many training iterations are performed, which is equivalent to a too
large number of nodes in the case of decision trees. The overtraining of decision trees can be
regulated by the use of pruning methods, which remove statistically insignificant nodes after the
training. Furthermore, in order to prove the presence of overtraining, the MC sample is usually
split into a training and a testing sample. The testing sample is statistically independent of
the training sample and allows to separately evaluate the performance of the classifier. If the
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performance of the classifier on the testing sample is significantly different compared to the
training sample, this provides an indication for overtraining. However, as BDTs are built using
weak classifiers, meaning simple trees with a small tree depth, overtraining is a minor problem
of BDTs and a pruning of the single decision trees is not performed.

11.3.2 Training of the Boosted Decision Tree

The BDT is trained using events from signal and background MC samples, aiming for a
discrimination between the H-+b-jets signal and the continuum background. A preselection is
applied to both, signal and background events, before performing the training. This preselection
ensures that only events are used for the training which are loosely consistent with the H-+b-jets
final state. Otherwise the training becomes inefficient due to the large variety of possible final
states. The BDT preselection requirements are summarized in Table 11.2. Similar to the
nominal preselection, a veto on leptons is applied and a maximum number of three central jets
is allowed. In addition, at least one jet is required to be b-tagged with the 85% WP. This loose
WP is chosen to preserve a sufficient number of signal events for the training.

Finally, only events with a diphoton invariant mass between 122.5 GeV and 127.5 GeV are
used for the training. While this requirement is fulfilled for most Higgs boson signal events, it
significantly reduces the number of continuum background events. It is applied to ensure that
the BDT discriminant remains uncorrelated to the m., distribution. A correlation between the
BDT discriminant and m., might deform the shape of the m,, distribution of the continuum
background and, thus, make it difficult to find an accurate background model for the BDT-
based categories. As the BDT input variables contain information about the two pp-leading
photons, information about the shape of the m., distribution is indirectly provided to the
BDT. Additionally, the photon kinematics of the continuum background differ over the nominal
m~~ range of 105 GeV to 160 GeV. A discrimination between the continuum background and
H+b-jets is, however, of particular interest in the region close to the Higgs boson signal peak,
where the photon kinematics are very similar for signal and background.

Table 11.2: Summary of the preselection requirements, which are applied to the signal and
background MC samples before the training of the BDT.

BDT preselection requirements
Veto on electrons & muons
1< ]\[j%etrgtral <3
> 1 b-tagged jet (85% WP)
122.5GeV < m., < 127.5GeV

Although the continuum background is usually estimated from data in H — v analyses, the
training is performed using diphoton MC samples. This allows using information about the
photons in the Higgs boson mass window, which corresponds to the region of interest. The
distributions of the discriminating variables were found to be in good agreement for diphoton
MC simulation and the data m., sidebands, as shown in Figure 11.4 in the following section.
For the signal, events from the ggH and VBF samples are used, which are characterized by
truth-matched b-jets or c-jets. Events with c-jets in the final state are included in the signal
training sample, as the kinematics of events with b-jets and c-jets is similar and otherwise the
number of available training events is not sufficient. A summary of the training samples is
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presented in Table 11.3. The total number of signal events after the BDT training preselection
amounts to 16248, among which 12000 events are used for the training and the remaining events
are used for testing. For the background sample, a relatively large number of 50000 training
events is available and 21587 events are used for testing.

Table 11.3: Considered signal & background MC samples for the BDT training and additional
requirements for the signal training samples.

Classification | MC sample Additional requirements
Signal ggH Truth-matched b-jets or c-jets
Signal VBF Truth-matched b-jets or c-jets

Background | Diphoton MC -

Finally, the training is performed using eight input variables, which are described in the
following section. Prior to the training, a decorrelation of the input variables is performed,
which accounts for linear correlations between approximately Gaussian distributed variables.
This preprocessing of the input variables is a common approach, as the performance of the BDT
is worse in the presence of strong correlations between the input variables. The BDT is trained
using Gradient boosting in combination with bagging techniques, in order to obtain a stable
and well performing classification algorithm, despite the low number of events in the signal
training sample. Furthermore, due to the low number of events in the signal training sample,
decision trees with a small maximum depth of 2 are trained in order to avoid overtraining. A
number of 200 trees is found to be sufficient, as for a larger number of trees the classification
performance of the BDT converges. This setup was found to provide the best discrimination,
among different tested boosting algorithms and BDT parameters. Additionally, a comparison
to an NN-based approach, using the same set of discriminating variables, was performed and a
very similar performance was obtained.

11.3.3 Discriminating variables

In order to find quantities that provide a discrimination between H+b-jets and the continuum
background, several variables were defined and tested as input variables. Among these were
relatively simple kinematic variables, such as the pr and 7 of photons and jets, the ratios of
the pr of two particles and AR, An and A¢ distributions for pairs of particles. Additionally,
so-called event shape variables were considered, which do not only provide information about a
single particle or a pair of particles, but instead parameterize the structure of the whole event.
These event shape variables included e.g. the sphericity and aplanarity of an event, describing
how equally the final state particles are distributed in the detector space. In total, about 80
variables were tested among which the 8 most discriminating variables were chosen for the
training. These input variables are described in more detail in the following. The final set of
input variables includes

e the AR and An of the vy system,

o the AR between the pp-leading and -subleading photons (y; and 72) and the MV2-leading
and -subleading jets (j1 mv2 and ja2 mve),

o the first order FoxWolfram moment of the system built of vy and the central jets and

o the effective mass of the system built of vy and the central jets.
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Variables based on the two pr-leading photons and the two MV2-leading jets, which are the jets
with the highest probability of originating from a b quark in each event, were found to provide
the best discrimination between H+b-jets and the continuum background. The angular distance
between the two photons generally provides discrimination between H — v events and the
continuum background. It is related to m., by the equation m., = \/2E,1 E,9(1 — cos ), with
« representing the opening angle between the two photons. In SM diphoton production, the two
photons are on average characterized by larger angular separations AR and An than in H — vy
events. Due to the different kinematics of SM diphoton production and H — ~~ decays, the
angular distances AR between the photons and the jets provide additional discrimination. These
AR distributions show larger tails toward lower values of AR for SM diphoton production.

Among the considered event shape variables, the FoxWolfram moment of first order (FozW})
and the effective mass (meg) of the particle system consisting of the two photons and the central
jets in each event were found to provide the best discrimination. The effective mass is defined
based on the four-vectors p; of the considered particles:

(11.4)

This variable mainly provides separation between VBF production and the continuum back-
ground. For VBF production, meg adopts higher values compared to ggH and the continuum
background, due to the on average higher number of jets in the final state.

In contrast, the FoxWolfram moments FoxW; [155, 156], which were introduced as observables
describing the geometrical structure of multijet final states, are based on the angular correlations
between pairs of particles in an event. These are parameterized in terms of spherical harmonics,
so that the FoxWolfram moments of order ¢ are defined as follows:

pillpj| 4w y
FoxW, =) _ ‘]EH i T > Y)Y () (11.5)
ij=1 tot m=—¢
>~ |53
= Z MPg(cosQij) (11.6)
Etot

i,j=1
(11.7)

The product of the spherical harmonics Y™ can be rewritten in terms of Legendre polynomials F,
based on the addition theorem of spherical harmonics. The parameters §2; describe the angle
between particle ¢ and a reference axis, while €;; describes the angle between a pair of particles
7 and j. The momentum vector p; is defined based on the spatial component of the four-vector
of a particle i and Fy, describes the sum of the energies of all considered particles in the event.
Hence, the FoxWolfram moments combine information about the number of particles in an
event, their momenta and angular correlations. FoxWolfram moments of first to fourth order
were considered, which can adopt values between 0 and 1. The FoxW; values of the yy+central
jets particle system tend to be closer to 0 for the signal training samples.
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Figure 11.4: Distributions of the BDT input variables, after applying the BDT preselection,
for signal and background training samples and a comparison to the distributions of the data
m.~ sidebands. The order of the distributions represents the importance of the individual
variables for the BDT-based classification.
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The distributions of the BDT input variables are shown in Figure 11.4 for the signal and back-
ground training samples. In addition, the distributions are shown for the data m., sidebands,
in order to check if these are in agreement with the distributions in the diphoton MC samples.
As the m., region between 120 to 130 GeV is blinded in data, the m., sidebands are used for
this comparison. In general, a good agreement is observed between the background distributions
in the data sidebands and the diphoton MC simulation. However, some distributions show
small discrepancies, which can most probably be explained by the absence of the vj and jj
background components in diphoton MC simulation. In the following section, a comparison of
the BDT discriminant obtained for the diphoton MC samples and data sidebands is shown, in
order to check if these small discrepancies cause larger deviations in the BDT discriminant.

The correlations between the BDT input variables are mostly small. An exception occurs for
AR(v1,j2mv2) and AR(y2, j2 mv2), as these variables are both set to a default value of —999
when only one central jet is present in the event, resulting in a large correlation. The correlation
matrices for the signal and background training samples are shown in Appendix E.1.

Finally, the discriminating variables are ranked by the TMVA package according to their
importance for the BDT-based classification, as shown in Table 11.4. This importance is
calculated based on how frequent a certain variable is used to define a criterion at one of the
nodes. Additionally, this number is weighted by the separation which is gained by the respective
criterion and the statistical significance of the nodes. The three most important discriminating
variables are the AR between the two pr-leading photons and the AR between the MV2-leading
jet and the pr-leading and -subleading photon, respectively.

Table 11.4: Ranking of the BDT input variables according to their importance, which is
calculated based on how frequent a certain variable is used to define a criterion at one of the
nodes, the separation which is gained by these criteria and the statistical significance of the

nodes.
Input variable Importance
1. AR(vyv) 0.168
2. AR(’}/Q,jLMVQ) 0.129
3. AR(’}/l,jLMVQ) 0.120
4.  An(vyv) 0.120
5. meg(yy+central jets) 0.119
6. FoxWi(vyy-+central jets) 0.118
7. AR(')q ;jZ,MV?) 0.114
8. AR(’YQ,]’QJ\/[VQ) 0.112

11.3.4 Final discriminant & categorization

After the training, the BDT classification results in a single discriminant, which separates
H+b-jets from the continuum background. In Figure 11.5a), the BDT discriminant is shown
for the training and testing samples of signal and background, respectively. The BDT output
for the signal sample is shifted to the right and has its maximum at approximately 0.7, while
the background distribution is shifted to the left and has its maximum at approximately
—0.3. Hence, for higher values of the BDT discriminant the signal contribution is significantly
enhanced, while the background is reduced in this region. Additionally, in Figure 11.5a) a very
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Figure 11.5: a) Illustration of the BDT discriminant of the training and testing samples for
signal and background, respectively, b) comparison of the BDT discriminant for the background
training sample, the diphoton MC sample in the full 105-160 GeV diphoton invariant mass
range and the data m.. sidebands.
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Figure 11.6: a) Comparison of the BDT discriminant for diphoton MC simulations and the
ggH MC sample, where the MV2-leading jet is classified as a b-jet, c-jet or {-jet, b) comparison
of the BDT discriminant for various Higgs boson production processes and the diphoton MC
sample.

good agreement between the BDT discriminants obtained with the training and testing samples
is shown, so there is no indication of overtraining.

Furthermore, the shape of the BDT discriminant is investigated for the background in more
detail, as the diphoton MC sample is used for the BDT training whereas the final estimation of
the continuum background is performed using data. A comparison of the BDT discriminant for
the background training sample, the diphoton MC sample in the full m,, window from 105 GeV
to 160 GeV and the data m., sidebands is presented in Figure 11.5b). A good agreement
between the BDT discriminant obtained with the diphoton MC sample and the data sidebands
is observed, despite the small discrepancies in the distributions of the input variables.

Additionally, the performance of the BDT for final states with b-jets, c-jets and f-jets and dif-
ferent Higgs boson production processes is investigated. In Figure 11.6a), the BDT discriminant
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is compared for ggH events in which the MV2-leading jet is either identified as a truth b-jet,
c-jet or £-jet. It is noticeable that the performance of the BDT is very similar for all ggH events,
regardless of the truth flavor of the jet. Some of the most important BDT input variables
only rely on photon information and, hence, provide a general discrimination between Higgs
boson production and continuum background processes. But nevertheless, the separation is
slightly better for events with b-jets and c-jets in the final state. The similarity of the BDT
discriminants for events with b-jets and c-jets verifies the approach of also using events with
c-jets during the training. In Figure 11.6b), a comparison of the BDT discriminant for various
Higgs boson production processes is shown. While the BDT discriminants for ggH and VBF
production are very similar, the BDT performs slightly worse for processes like bbH and ttH
probably due to the different origin of the b-jets in these processes. Surprisingly, the best
discrimination is obtained for ZH production, although this process was not considered during
the training.

Table 11.5: Expected number of events in the three BDT categories for Higgs boson production
and the continuum background for 79.8fb~'. The continuum background contribution is
estimated from the number of events in the data sidebands and the number of events in the
blinded 120-130 GeV region, which is estimated by calculating the integral of an ExpPoly2
fit function in this region. In addition, the expected significance, considering only statistical
uncertainties, to inclusive Higgs boson production is shown for each category.

BDTcatl BDTcat2 BDTcat3

ggH 9.69 16.7 6.31

VBF 2.18 2.78 0.79
WH 0.696 0.86 0.442
ZH 2.12 2.26 1.05
ttH 0.806 1.21 0.919
tHjb 0.43 0.608 0.251
WtH 0.0416 0.0349 0.0222
bbH 0.46 1.84 0.768
S 16.4 26.3 10.6
BcontBG 818 4140 4230
Exp. sig. [o] 1.6 1.2 0.5

As explained in the previous sections, events in the background-dominated region of the BDT
discriminant are not rejected, as this would result in a signal region which is not well-defined on
particle level. Instead, the BDT discriminant is used to split the phase space into three regions
with varying S/Bcontg- The requirements on the BDT discriminant are optimized in order
to maximize the expected significance to events in the BDT signal training sample, which is
quantified using the approach described in Chapter 7. First, the BDT discriminant is scanned
from the right to the left, in order to find the cut which provides the highest sensitivity. This
region is used to define the first BDT category, referred to as BDTcatl. Then, starting from
the first cut value, the distribution is scanned again from the right to the left in order to find
the second cut-value, which maximizes the expected significance when being combined with the
first category. The region between the first and the second requirement on the BDT output is
used to define the category BDTcat2. The remaining events define the third BDT category,
BDTcat3, which is dominated by continuum background events. The cut-values, which are
found to be the optimal choices, are 0.46 for BDTcatl and —0.26 for BDTcat2.
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In Table 11.5, the expected event yields for the three BDT categories and the corresponding
expected sensitivities to inclusive Higgs boson production are shown. These event yields are
evaluated for the full reconstruction level event selection, as described in Section 11.2. The
corresponding BDT discriminant, which is obtained after applying the full event selection, is
shown in Appendix E.2. The continuum background contribution is estimated from the number
of events in the data m.,, sidebands and the number of events in the blinded 120-130 GeV region,
which is estimated by calculating the integral of an ExpPoly2 fit function in this region. The
BDT categorization increases the expected significance, considering only statistical uncertainties,
from 1.6 0 to 2.1 0. The influence of the BDT categorization on the background modeling and
the signal extraction uncertainties is discussed in the following sections.

11.4 Influence on the background modeling

The BDT-based categorization, as described in the previous section, is applied for the signal
extraction fit in order to increase the sensitivity to the Higgs boson signal. As the BDT
uses information about the two pr-leading photons, which are also used to define the m.,
discriminant, it is investigated if the BDT categorization influences the shape of the m.,
distribution in the individual categories. This might e.g. cause problems when choosing a
background model for the final S+B fit to m.,. Hence, the shape of the m,, distribution is
studied in diphoton MC simulation for the three BDT categories, as shown in Figure 11.7. For
each BDT category, a monotonically falling m, distribution is observed in the full m., range
from 105 to 160 GeV.

For choosing a background model, an S+B fit is performed to the B-only templates of each
category to estimate the bias which is introduced by the choice of fit function. The B-only
templates are derived from diphoton MC samples and the shape of the «j and jj components
is estimated from control regions in data, as described in Chapter 7.3. The signal is modeled
with a DCB function, which provides a good description of the Higgs boson signal for the three
BDT categories, as shown in Appendix E.3.
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Figure 11.7: Comparison of the shape of the m.. distributions in diphoton MC simulation for
the three BDT categories.

In order to construct the background templates, the background decomposition of the three

BDT categories into v, vj and jj components is derived using the 2 x 2D sideband method,
which was described in Chapter 7.3. The resulting 77, vj and jj fractions of the different
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11.4 Influence on the background modeling

categories are shown in Figure 11.8a). It is noticeable that BDTcatl is characterized by a
comparably high vy purity of about 92.6%, which decreases to 87.6% and 83.5% for BDTcat2
and BDTcat3. Hence, the BDT output does not only distinguish between Higgs boson processes
and the continuum background, but also between events with prompt photons and fake photons
in the final state.
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Figure 11.8: a) Background decomposition into vy, vj and jj components for the three BDT
categories, b) example background template for BDTcat1, where the ~+ contribution is taken
from diphoton MC simulation and the shape of the vj and jj components is derived from
control regions in data, as described in Chapter 7.3.

The shape of the vy component of the background template is then taken from diphoton MC
simulation. The 7 and jj components are derived by reweighting the shape of the vy template
to the shape of the vj and jj control regions in data, as described in Chapter 7.3. Due to
the small number of events in the jj control region, it is challenging to properly derive the
shape of this component. However, due to its small contribution, the jj component has a
minor influence on the overall background template. An example for the resulting background
template is shown in Figure 11.8b) for BDTcatl. Within the statistical uncertainties, the shape
of the background template is in good agreement with the data sidebands. The background
templates for the remaining BDT categories and supplementary plots for the reweighting of the
~vj and jj components are shown in Appendix E.4.

Table 11.6: Chosen functional forms for the three BDT categories, the maximum amount of
fitted signal, NI22% and the two ratios No2¥/0S and NJ12x /S, ¢, As the nominal requirements

spur spur spur

on NIax/0.S and NI& /Sret are not fulfilled, the relaxed spurious signal criteria are considered.

Category Model Napon /08 [%]  NIax/Sret [%]  Nipax
BDTcatl | PowerLaw -31.6 -18.5 -3.0
BDTcat2 | PowerLaw 49.9 47.5 12.3
BDTcat3 | Exponential -23.2 -59.1 -6.3

Finally, a background model is chosen in each category based on the maximum amount of fitted
spurious signal, Nott. Due to the relatively large statistical fluctuations in the background
templates, the relaxed spurious signal criteria are applied, which take into account the statistical
uncertainty of the background template. For each category, either the PowerLaw or the

Exponential function passes the relaxed spurious signal criteria and is chosen as background
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model, as summarized in Table 11.6. The two criteria on the amount of fitted signal are
illustrated in Figure 11.9 for the chosen functional forms.

In general, the m,, distribution in the different categories is not strongly affected by the BDT
categorization and can still be described by the common functional forms. However, the spurious
signal uncertainties in the three categories are relatively large, ranging from approximately
19% to 59% with respect to the expected signal yield, due to statistical fluctuations in the
background templates.
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Figure 11.9: Illustration of the criteria on Nypy, /05 and Ngpur/Srer (including the 1o uncertainty
bands), which are indicated by the black squares, for the chosen functional forms of the three
BDT categories. The relaxed spurious signal criteria are applied, which take into account the
2 o uncertainty bands of the fitted spurious signal.

11.5 Expected signal extraction uncertainties

As presented in Chapter 10.6, the uncertainties resulting from the signal extraction fit are
dominant in the NNV jers measurement. The largest component is the statistical uncertainty on
the extracted signal yields, followed by the background modeling uncertainty and the PES/PER
uncertainties. An attempt to decrease the statistical uncertainty by categorizing the events,
based on the BDT discriminant, is presented in this chapter. However, while expecting a
decrease of the statistical uncertainty, the BDT categorization may also have an impact on the
size of the systematic uncertainties. For this reason, the impact of the BDT categorization on
both, the statistical and systematic signal extraction uncertainties, is investigated. In contrast,
the BDT categorization has no impact on the unfolding uncertainties, as it is only applied for
the signal extraction. The unfolding uncertainties are expected to have a similar size to those
in the Ny jets = 1 bin, presented in the previous chapter, as the definitions of the preselection
and the fiducial volume are very similar. Hence, the unfolding uncertainties, which play a
minor role in statistically limited cross section measurements, are not discussed in this chapter.
The method for estimating the signal extraction uncertainties is similar to the procedure in
the Npjets measurement. The expected statistical uncertainty is estimated based on a profile
likelihood test statistic by performing a fit to an Asimov dataset where the NPs are fixed to
their best-fit values. The Asimov dataset is generated based on the MC expectation for the
Higgs boson processes and the data m., sidebands

Additionally, the PES/PER uncertainties affecting the signal model are derived for the three
BDT categories. Therefore, a DCB function is fitted to the m., distribution of the respective
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Figure 11.10: Example for the nominal m..,, distribution of BDTcatl in MC simulations and
the up- and down-variations of a) one of the PER uncertainties, which changes the width of
the distribution, and b) one of the PES uncertainties, causing a shift of the m.,, distribution.

category for each PES/PER variation. In Figure 11.10, an example for the influence of the
PES/PER variations on the m., distribution is shown for BDTcatl. The up and down PER
variations result in a change of the width of the DCB function, while the up and down PES
variations generate a shift in the mean of the DCB function. The uncertainties are defined as
the relative difference between the mean or the width of the DCB functions, respectively, for
each PES/PER variation. The uncertainties for all PES/PER variations, which are evaluated
with this approach, are shown in Appendix E.5. In addition, an uncertainty on the assumed
Higgs boson mass of 125.09 GeV is considered in the signal extraction fit.

The expected statistical uncertainty in the inclusive fiducial volume, without applying the
BDT categorization, amounts to approximately 70%. This uncertainty is larger than the
statistical uncertainty in the Njjets = 1 bin, due to the additional criterion on Njce?slg{)al Based
on a fit to an Asimov dataset, the expected statistical and systematic uncertainties on the
extracted signal yield are estimated for the three BDT categories. The fractional statistical and
systematic uncertainties for the different categories are shown in Figure 11.11a), when excluding
the background modeling uncertainty, and in Figure 11.11b) for the full set of systematic
uncertainties. In addition, the three contributions to the total uncertainty are summarized in

Table 11.7.

The expected statistical uncertainty (oga) for BDTcatl alone is already smaller than the
expected statistical uncertainty for the case that no BDT categorization is applied. In general,
the statistical uncertainty is predicted to be by far the largest uncertainty in each category,
followed by the background modeling uncertainty (opkg). The PES/PER uncertainties and the
Higgs boson mass uncertainty, summarized as ogyst, are expected to have a size of approximately
5% in the first two BDT categories, while these uncertainties are expected to be slightly increased
for the last BDT category. The extracted signal yields for the three BDT categories need to
be combined before performing the unfolding, thus the uncertainties on the extracted signal
yields need to be combined as well. As each data event can only enter one of the categories,
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Table 11.7: Expected signal extraction uncertainties, including the statistical uncertainty
(0stat), the systematic uncertainties due to the PES/PER variations and the Higgs boson
mass uncertainty (osyst) and the background modeling uncertainty (opkg) for the three BDT
categories. These numbers are combined following the procedure described in the text.

Category Ostat Osyst Obkg Total
BDT catl 65.7%  55% 185% | 68.5%
BDT cat2 97.8%  5.0% 47.5% | 108.8%
BDT cat3 253.8% 12.1% 59.1% | 260.9%
Combination | 53.3% 12.1% 26.6% | 60.8%
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Figure 11.11: Fractional fit uncertainties of the three BDT-based categories. The statistical
uncertainty is shown in blue, while the systematic uncertainty is shown in orange. In a) the
systematic uncertainty only includes the PES/PER and the Higgs boson mass uncertainties,
while in b) the background modeling uncertainty is included as well.

the statistical uncertainties are not correlated among the different categories. Hence, the total
statistical uncertainty can be evaluated using the formula:

1
I 11.8
Ostat,total W ( )

For the combination of the systematic uncertainties, in general the correlations between the
different categories need to be taken into account. The background modeling uncertainties
are estimated from independent background templates and are, hence, treated as uncorrelated
between the different categories. In contrast, the Higgs boson mass uncertainty and the
PES/PER uncertainties are correlated between the different categories and cannot be easily
combined. However, as these uncertainties only have a minor impact on the total uncertainty,
the largest value of oy is considered for a rough estimation of the total signal extraction
uncertainty. When applying the BDT categorization, the statistical uncertainty decreases to
about 53%, thereby providing a significant improvement of the dominant contribution to the
total signal extraction uncertainty. The combination of the statistical uncertainty and the
systematic uncertainties yields approximately 61%.
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11.6 Discussion

In this chapter, a strategy for an improved measurement of H-+b-jets was presented, based on
the application of a BDT to discriminate between H-+b-jets and the continuum background.
The use of MVA techniques has not been studied before in the context of fiducial cross section
measurements in the H — ~~ channel at the ATLAS experiment, as it might introduce a
model dependence during the unfolding. However, as the strategy presented in this chapter
only involves the application of a BDT to categorize events for the signal extraction fit, it has
no influence on the unfolding. This approach decreases the expected statistical uncertainty on
the measured cross section from approximately 70% to 53%. The reduction of the statistical
uncertainty is equivalent to an increase of the amount of data of approximately 70%.

However, the BDT categorization is accompanied by relatively large background modeling
uncertainties, due to statistical fluctuations in the background templates. For larger datasets,
these large background modeling uncertainties will limit the improvement obtained by the
BDT categorization. In addition, for a combination of the uncertainties on the extracted signal
yields, the correlations between the PES/PER uncertainties should be taken into account
properly. For the general studies presented in this thesis, an estimation of these correlations
is not important, as the impact of the PES/PER and the Higgs boson mass uncertainties on
the total uncertainty is small. Based on the approximate calculation presented in the previous
section, an improvement of the total signal extraction uncertainty is expected when applying
the BDT categorization.

Additionally, a requirement on the maximum number of jets was investigated to reduce the ttH
contribution. A requirement of Nj‘éetrslggal < 3 was found to efficiently reduce ttH events, while
keeping the efficiency for ggH production close to 100%. This additional requirement is not
expected to introduce a significant model dependency during the unfolding, as the fraction of
ggH events with more than three central jets with pr > 30 GeV is found to be very small in
MC samples produced with different parton shower generators.

Further improvements could be obtained by decreasing the background modeling uncertainty,
whose size is mainly determined by the statistical fluctuations in the background templates.
The use of larger MC samples or the application of smoothing techniques could reduce the
statistical fluctuations in the background templates.
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Chapter 12

Conclusion & Outlook

In this thesis, the Higgs boson production in association with a single top quark (¢H) and the
H+b-jets background were investigated in the H — 7 decay channel at the ATLAS experiment.
Datasets collected at a center-of-mass energy of /s = 13 TeV during Run 2 of the Large Hadron
Collider (LHC) were considered, which correspond to integrated luminosities of 36.1fb™! and
79.8fb~ 1. As the Higgs boson does not directly couple to massless particles like photons, the
decay of the Higgs boson into photons is rare. Nevertheless, the H — ~~ channel was one of
the discovery channels of the Higgs boson [7, 8] and provides a promising final state to study
the properties of the Higgs boson. A fit to the diphoton invariant mass, m.,, allows to measure
the Higgs boson signal as a narrow resonance above the decreasing continuum background.

In the H — ~7 decay channel, events with two isolated, high-pr photons that fulfill certain
requirements on the shape of the calorimeter shower, which are referred to as tight photon
identification (ID) criteria, are considered. The photon ID criteria are used to distinguish
between prompt photons and so-called fake photons, such as photons inside a jet or jets which
are misidentified as photons. A measurement of the tight photon ID efficiency in data was
performed as part of this thesis. This measurement makes use of a strict track isolation
requirement to distinguish between prompt and fake photons. The tight photon ID efficiency
was measured with the 2015-2017 dataset and new sources of systematic uncertainty were
studied and included in the measurement. The measured tight photon ID efficiencies range from
approximately (80.34+13.9)% to (98.2+0.5)% and a good agreement between the efficiencies
extracted from the data and predicted by MC simulation is observed.

The coupling of the Higgs boson to the top quark, Y%, is one of the fundamental properties of
the Higgs boson. As the top quark is the heaviest particle in the Standard Model (SM), Y;
is expected to be large in the SM. Hence, the measurement of Y; is important to prove the
compatibility of the Higgs boson observed at the LHC and the properties predicted by the
SM. Due to a destructive interference in tH production, this process provides sensitivity to
negative values of the coupling strength modifier x; = Y;/Y;*™. A measurement of SM-like
tH production is challenging due to its small cross section. However, deviations from Y;*M
would result in an enhanced tH cross section. The CMS experiment performed searches for ¢t H
production during Run 1 and Run 2 [143, 144], assuming either the anomalous coupling x; = —1
or the SM coupling. At the ATLAS experiment, dedicated tH categories were considered for
the first time in the combined measurement of top-quark-associated production in the H — v
channel, using 36.1 fb~1 [2]. Four tH categories targeting final states with leptons and fully
hadronic final states were optimized as part of this thesis. For the definition of the leptonic
categories, the presence of a forward jet in the t-channel production is exploited to improve the
sensitivity to tH production. The main backgrounds are the continuum background and the
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production of a top-antitop quark pair in association with a Higgs boson (t¢H). In addition,
Higgs boson production via gluon-gluon fusion (ggH) with additional b-jets in the final state
is an important background for hadronic final states. Due to the similarity of the tH and
ttH final states and the small sensitivity to tH production alone, a combined measurement of
tH+ttH production was performed. Furthermore, a strategy for choosing a background model
in the tH and ttH categories based on data-driven background templates was developed as part
of this thesis. Choosing a proper background model is an important ingredient for analyses in
the H — ~~ channel, as a bias on the fitted number of Higgs boson events is introduced by the
choice of fit function. The measured signal strength, u = oops/0snr, for tt H+tH production is
in agreement with the SM expectation of = 1. The best-fit value of the coupling strength
modifier ratio A\;y = K¢/Kg, With ng = 0491 /0ggH,5M, Was measured to be 0.8 fg:g, providing no
hint for a negative sign of Y;. In this measurement, no assumptions were made on the coupling
of the Higgs boson to other particles. This result shows a similar tendency for the sign of Y; as
the result of the latest search for tH production at the CMS experiment, where positive values
of k; were found to be favored by the data as well [144]. In the CMS measurement, the coupling
of the Higgs boson to vector bosons is assumed to be SM-like. Based on this assumption, values
of k¢ outside the regions [—0.9, —0.5] and [1.0, 2.1] were excluded.

The production of H+b-jets is an important background in the ¢t H and ttH categories targeting
final states without leptons. This background includes processes where the additional b-jets do
not originate from decays of particles produced during the hard scattering process, in particular
ggH . It is associated with a large systematic uncertainty, as the accuracy of the modeling of the
additional b-jets in MC simulation is not known. A measurement of the differential cross section
of the number of b-jets, Ny jets, was performed as a first attempt to constrain the H+b-jets
background in the H — ~ channel [4]. The differential cross section is measured for inclusive
Higgs boson production, as the sensitivity of the measurement is limited by the large continuum
background contribution. In the Ny s = 1 bin, which is enriched in H+b-jets, the measured
cross section is approximately 40% higher than the cross section predicted by MC simulations.
However, the measured and predicted values are in agreement within the uncertainties. The
signal extraction uncertainty, in particular its statistical component, provides the dominant
contribution to the total uncertainty and yields approximately 50%. An approach to decrease
the large statistical uncertainty was investigated, which is based on the use of multivariate
analysis techniques to discriminate between H+b-jets and the continuum background.

To conclude, based on the studies for tH production presented in thesis, dedicated tH categories
were included in an ATLAS measurement for the first time. No indication for a negative sign
of the coupling Y; was found. However, the measurement of SM-like tH production in the
H — ~v channel alone is not yet possible, due to the small cross section of this process. A
larger dataset and the study of additional Higgs boson decay channels will be necessary to be
able to measure tH production. An extrapolation of the expected sensitivity to tH(H — )
production with the analysis strategy presented in this thesis and /s = 13 TeV results in an
expected limit of approximately 7 u for the full Run 2 dataset and 4 u for an assumed dataset of
450 fb~ 1, collected during Run 2 and the future Run 3 of the LHC. Furthermore, first studies of
the H+b-jets background in the H — 7~ channel were presented. This background is relevant
for hadronic tH and ttH final states and is associated with a large systematic uncertainty. The
measurement of the differential Ny jets cross section in the H — ~v channel represents a first
step towards the definition of a better-motivated uncertainty on the H+b-jets background.
In general, the new concepts which are presented in this thesis represent a basis for future
measurements of the rare tH and H+b-jets processes.
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Appendix A

Photon ID efficiency measurement
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tion factor
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Figure A.1: Correction factors for unconverted photons, which are used to correct the measured
tight 1D efficiencies for the trigger and loose ID preselection requirements. The uncertainties
include the statistical uncertainty and the systematic uncertainty due to differences of the
loose ID efficiency in data and MC simulation.
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Figure A.2: Correction factors for converted photons, which are used to correct the measured
tight 1D efficiencies for the trigger and loose ID preselection requirements. The uncertainties
include the statistical uncertainty and the systematic uncertainty due to differences of the
loose ID efficiency in data and MC simulation.
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Figure A.3: Fit to loose ID SFs, which are evaluated with the Radiative Z method, for
unconverted photons. The fit function is defined as «/log(Er) + 1, with a being the only
free parameter. The largest difference of the fit function, including the 68% confidence level
interval, from 1 is considered as systematic uncertainty.
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Figure A.6: Track isolation efficiencies for converted fake photons measured in data and
estimated from MC simulation for the regions defined in data.
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Figure A.7: Uncertainty resulting from the four different FF variations for unconverted photons.
The total uncertainty is derived by adding the four uncertainties in quadrature.

> —y : —_— = > 003 -
S L il 0
g r I Lot=7978 ", §=137ev — Total B s 7 I Ldt=79781", (5=13Tev — 10t b
g T — FRvart:R, 1 & — FFvart:R J
2 0.03 | converted photons — FFvar2:R, — e L converted photons — FFvar2R, B
b r 0<p<06 . T b L 06< <137 . 4
Lu': L il —— FFvar3: R, w, B Lul: ool nl — FFvar3: R, w, 7
r — FFvard:iwg, w o F ] aal — FFvard:wg,w  F_ ]
002 .
001} .
0 ;b_l_b-lzl_ L 1 | 1
10° 10°
photon ET [GeV]
z ey : %‘01“””“ :
s - j Ldt=79.78 1", fs=13Tey — roW@ T - J Ldt=7978 " (5= 13Tey — 1otal
Q r — FRvartiR |5} - — FFvart:R 4
2 0.03— converted photons — FFvar2: R, e | converted photons — FFvar2:R, ]
3 ree<hi<rs — FRvardiR,w, > 1.81< n| < 2.37 — FRvard Ry w,
o . S : |
r — FFvard:iwg, w o Floo — FFvard:wg,w,  F_
0.02 —

0.01

0 L
10? 10°
photon ET [GeV]

10°
photon ET [GeV]

Figure A.8: Uncertainty resulting from the four different FF variations for converted photons.
The total uncertainty is derived by adding the four uncertainties in quadrature.
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Figure A.9: Uncertainty breakdown for unconverted photons in the four different || regions
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Figure A.11: Photon ID efficiencies measured in 2015-2017 data with the Matrix Method
for unconverted photons in four different |7| regions. The error bars include all considered

uncertainties. The efficiencies measured in data are compared to the efficiencies of the prompt
photon MC sample with and without corrections applied to the shower shape variables.
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Figure A.12: Scale factors measured in 2015-2017 data with the Matrix Method for unconverted
photons in four different |n| regions.
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Figure A.13: Photon ID efficiencies measured in 2015-2017 data with the Matrix Method
for converted photons in four different || regions. The error bars include all considered
uncertainties. The efficiencies measured in data are compared to the efficiencies of the prompt
photon MC sample with and without corrections applied to the shower shape variables.
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Appendix B

Optimization of tH categories

B.1 Comparison of kinematics for k; = £+ 1
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Figure B.1: Comparison of the distributions of the number of central jets, forward jets and
b-tagged jets for coupling strength modifiers k; = = 1 and tHjb and WtH production.

151



Appendix B Optimization of tH categories

Events / Bin (normalized) Events / Bin (normalized) Events / Bin (normalized)

Events / Bin (normalized)

152

0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05

— tHjb (= +1)
----- tHjb (x, = -1)
— WtH (x, = +1)
----- WtH (x, = -1)

Vs =13 TeV
Simulation

Diphoton selection

[NETY REEEL ERETE FREE1 ERET] NN AR AT A

o

100 200 300 400 500
P, of the leading photon [GeV]

0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05

— tHjb (= +1)
----- tHjb (x, = -1)
— WtH (x, = +1)
----- WtH (x, = -1)

Vs =13 TeV
Simulation

Diphoton selection

N

o

PRI RN RS T s e
50 100 150 200 250 300 350
P, of the leading electron [GeV]

o
o
o

0.3

0.25

0.2

0.15

0.

-

0.05

— tHjb (= +1)
----- tHjb (x, = -1)
— WtH (x, = +1)
----- WtH (x, = -1)

Vs =13 TeV
Simulation

Diphoton selection

OO

PRI R RS .-‘- n —Los
100 200 300 400 500
P, of the leading jet [GeV]

0.24
0.22

0.2
0.18
0.16
0.14
0.12

0.1
0.08
0.06
0.04
0.02

— tHjb (= +1)
----- tHjb (x, = -1)
— WtH (x, = +1)
----- WtH (x, = -1)

Vs =13 TeV
Simulation

Diphoton selection

(0 AT N N N N e e i

. A I et e T 3
50 100 150 200 250 300 350

P, of the leading b-tagged jet [GeV]

Events / Bin (normalized) Events / Bin (normalized) Events / Bin (normalized)

Events / Bin (normalized)

0.5

0.4

0.3

0.2

0.

py

— tHjb (= +1)
-+ tHjb (i, = -1)
— WitH (k= +1)
wee WHH (k= -1)

Vs =13 TeV
Simulation

Diphoton selection

o

50 100 150 200 250 300 350
P, of the subleading photon [GeV]

0.5

0.4

0.3

0.2

HEEE L L I B

0.1

— tHjb (i, = +1)
- tHjb (15, = -1)
Simulation — WtH (K, =+1)
- WtH (k, = -1)

Vs =13 TeV

Diphoton selection

v b b b b 9

o

‘-'.""-.-.l Eitrasioisi i 2o
150 200 250 300 350 400
P, of the leading muon [GeV]

50 100

0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05

— tHjb (x, = +1)
- tHjb (i, = -1)
Simulation — WtH (K, =+1)
- WtH (k, = -1)

Vs =13 TeV

Diphoton selection

o

H\HH\HH\H.‘- kT o " | =
50 100 150 200 250 300 350 400 450
[N of the 2nd leading jet [GeV]

0.6

0.5

0.4

0.3

0.2

0.

Py

— tHjb (i, = +1)
== tHjb (15, = -1)
Simulation — WtH (x, = +1)
- WtH (k, = -1)

Vs =13 TeV

Diphoton selection

o

L n \- L - . L
50 100 150 200 250 300 350
P, of forward jets [GeV]

Figure B.2: Comparison of the p distributions of the two pp-leading photons, the pr-leading
electrons and muons, the two pr-leading jets, the pr-leading b-tagged jet and forward jets for
coupling strength modifiers k; = £+ 1 and tHjb and WtH production.



B.1 Comparison of kinematics for k; = + 1
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Figure B.3: Comparison of the |n| distributions of the two pr-leading photons, the pr-leading
electrons and muons, the two pr-leading jets, the pr-leading b-tagged jet and forward jets for
coupling strength modifiers k; = + 1 and tHjb and WtH production.
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Appendix B Optimization of tH categories

B.2 Leptonic categories

Table B.1: Comparison of the expected event yields for the signal S, the Higgs boson background
Bhriggs, the continuum background Bconipg and the expected limit for the different leptonic
tH categories for an integrated luminosity of 35fb~'. The continuum background is estimated
using a leptonic reference event selection, resulting in a more accurate estimate with respect
to the numbers presented in Table 9.4.

Event selection S Dhiggs S/Bhiges BcontBa | Exp. limit [y]
Baseline leptonic 0.28 1.6 0.17 71 27.4
Cat(Njgrd= 0) 012 1.1 0.11 51 55.4
Cat(Ngyard> 1) 0.19  0.97 0.19 22 27.4
Cat(|n(j1,untaggea)| > 2.5) | 0.13  0.38 0.34 13 32.3

Process | Efficiency | Nexp for 35 b1
ggH 0.0035% 0.052
VBF 0.0039% 0.0045
WH 0.64% 0.23

ZH 0.26% 0.063

ttH 8.4% 1.3

tH jb 11% 0.23
WtH 9.6% 0.051

Table B.2: Efficiencies and number of expected events for the different Higgs boson production
processes for the leptonic baseline event selection.

Table B.3: Efficiencies and number of expected events for the different Higgs boson production

processes for the leptonic ]\fjfgt?v‘“d: 0 category.

Process | Efficiency | Ney, for 35 [T
ggH 0.0023% 0.035
VBF 0.0018% 0.0021
wWH 0.5% 0.18

ZH 0.19% 0.047

ttH 5.1% 0.79
tHjb 4.1% 0.087
WtH 5.6% 0.03




B.2 Leptonic categories

Table B.4: Efficiencies and number of expected events for the different Higgs boson production

forward

processes for the leptonic N;gi

> 1 category.

Process | Efficiency | Nexp for 35 [
ggH 0.0012% 0.017
VBF 0.0028% 0.0032
WH 0.14% 0.051

ZH 0.075% 0.018

ttH 5.7% 0.88
tHjb 7.3% 0.15
WtH 6.1% 0.032

Table B.5: Efficiencies and number of expected events for the different Higgs boson production
processes for the leptonic |9(j1 untagged)| > 2.5 category.

Process | Efficiency | Neyp for 35 bt
ggH 0.0014% 0.02
VBF 0.0026% 0.003
WH 0.078% 0.028
ZH 0.052% 0.013
ttH 2.1% 0.32
tHjb 5.7% 0.12
WtH 1.9% 0.01
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Appendix B Optimization of tH categories

B.3 Definition of all categories

Category Selection
tH lep Ofwd Nigp = 1. Nt <3, Npotag = 1L NG =0 () > 25GeV)
t
tH lep 1fwd Niep = 1, N < 4, Ny > 1, lef;gi > 1 (p_JTe > 25GeV)
ttH lep Niep 2 1, N&tt 2 2, Nppiag > 1, Zg veto (P > 25GeV)
ttH had BDT1 Niep = 0. Niets > 3, Np_zg > 1, BDTyy > 0.92
ttH had BDT2 Niep =0, Niets > 3, Np_gag > 1, 0.83 < BDTyyy < 0.92
ttH had BDT3 Niep =0, Niets > 3, Np—_ag > 1,0.79 < BDTyy < 0.83
ttH had BDT4 Niep =0, Niets > 3, Np_gag > 1,0.52 < BDTygy < 0.79
. jet
tH had 4j1b Niep =0, NGt =4, Np_ag = 1 (Py > 25GeV)
. jet
tH had 4j2b Miep = 0, Nt = 4, Nprag > 2 Py >25GeV)
VH dilep Niep > 2,70GeV < mgp < 110GeV
VH lep High Niep = 1, mey — 89 GeV| > 5GeV, p?rET > 150 GeV
L Emiss .
VH lep Low Nep = 1, Imey — 89 GeV| > 5GeV, pTJr T <150GeV, E{I“SS significance > 1
VH MET High 150 GeV < Egﬂss < 250 GeV, Egﬂss significance > 9 or Ef*S > 250 GeV
VH MET Low 80GeV < E%“Ss < 150GeV, E,‘E“SS significance > 8
jet BSM pr,j1 > 200 GeV
VH had tight 60 GeV < mjj < 120GeV, BDTyy > 0.78
VH had loose 60 GeV < mj; < 120GeV, 0.35 < BDTVH <0.78

VBF tight, high p7#/

VBF loose, high p2#/

VBEF tight, low p7.7/

VBF loose, low P i

|Anji| > 2, [y = 0.5(ni1 + 1)l < 5. p. Hji >25GeV, BDTyp > 0.47

|ARjj| > 2, |y, — 0.5 +nip)| < 5. p3 " > 25GeV, —0.32 < BDTygp < 0.47
|Anj;| > 2. [y, = 0.5(n51 + 1)l < 5. p. /7 < 25GeV, BDTygp > 0.87

|An| > 2, 1y = 0.5(p1 + )| < 5, pp”’ < 25GeV, 0.26 < BDTypF < 0.87

ggH 2] BSM > 2 jets, plV > 200 GeV

ggH 2J High > 2 jets, p [120,200] GeV

ggH 2] Med > 2 jets, p;;y [60, 120] GeV

ggH 2J Low > 2 jets, p%/ € [0,60] GeV

ggH 1] BSM = 1jet, p?7 > 200 GeV

ggH 1J High =1 jet, p;;y [120,200] GeV

ggH 1J Med =1 jet, p%/ € [60, 120] GeV

ggH 1J Low =1 jet, p{ [0, 60] GeV

ggH 0J Fwd = 0 jets, one photon with |n| > 0.95
ggH 0J Cen = 0 jets, two photons with |n| < 0.95

Figure B.4: The definition of the 31 categories in the measurement of Higgs boson couplings
in the H — ~7 channel using 36.1fb ™" [2], targeting tH, ttH, WH/ZH, VBF and ggH final
states. The categories are filled in the order shown here, so that they are orthogonal by
construction.
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Appendix C

Background modeling for tH and ttH categories

C.1 m,, distributions of the T'I sidebands and the background

templates
c 30 : : w £ w
om m
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Figure C.1: Comparison of the m,., distributions of a) the 7'I sidebands and b) the QCD::1
background templates for the hadronic cut-based tH categories. Before performing the S+B
fit, the background templates are normalized to the number of T/ sideband events of the m..,
distribution of the respective category.
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Figure C.2: Comparison of the m,., distributions of a) the T'I sidebands and b) the QCD::1
background templates for the leptonic tH and ttH categories. Before performing the S+B fit,
the background templates are normalized to the number of T'I sideband events of the m.,
distribution of the respective category.



C.1 my, distributions of the T'I sidebands and the background templates
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Figure C.3: Comparison of the m.., distributions of a) the T'I sidebands and b) the QCD::1
background templates for the hadronic ttH BDT categories. Before performing the S+B fit,
the background templates are normalized to the number of T'1 sideband events of the m.,
distribution of the respective category.
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Appendix C' Background modeling for tH and ttH categories
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Figure C.4: QCD::2 background templates, as defined in Section 9.5, for the leptonic ttH and
tH categories, the combined hadronic ttH BDT categories and the combined hadronic cut-
based tH categories. These background templates are used to derive the background models
for the categories described in Section 9.4. Before performing the S+B fit, the background
templates are normalized to the number of T'I sideband events of the m. distribution of the
respective category.
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C.2 Validation of the data-driven background modeling strategy

C.2 Validation of the data-driven background modeling

strategy
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Figure C.5: Comparison of the PowerLaw functions fitted to the T'I sideband events and the
QCD::1 and QCD::2 background templates for the combined leptonic t H+ttH categories, the
combined hadronic ttH BDT categories and the cut-based hadronic tH categories.
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Appendix C' Background modeling for tH and ttH categories
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Figure C.6: Comparison of the slope parameters, including statistical uncertainties, of the
PowerLaw functions fitted to the T'I sideband events and the QCD::1 and QCD::2 background
templates for the combined leptonic tH+ttH categories, the combined hadronic t#H BDT
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C.3 Fitted spurious signal

C.3 Fitted spurious signal
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Figure C.7: Fitted spurious signal as a function of m.., for a) the QCD::2 background templates
of the leptonic tH and ttH categories and b) the QCD::2 background templates of the hadronic
ttH had BDT1 and the tH had 4j1b category. As the same background templates are used
for the other hadronic categories, the shape of the fitted signal looks similar for these but
the y-axis has a different scale. Hence, only one example plot is shown for each of these
background templates.
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C.4 Detailed results of the spurious signal tests

164

Model N /0S (%] Nipax/Srer [%]  Nipax  Npar  Result
PowerLaw 12.9 28.5 0.29 1 PASS
Exponential -15.0 -30.1  -0.30 1 PASS
Dijet 12.7 29.0 0.29 2 PASS
ExpPoly2 13.4 30.8 0.32 2 PASS
Bern3 14.8 35.7 0.37 3 PASS
Bern4 12.6 31.5 0.33 4 PASS
Bernb -12.7 -31.6  -0.32 5 PASS

Table C.1: Maximum fitted spurious signal between 121 and 129 GeV, NgT¥, and the ratios
Nipar/0S and NIHx/ Srer, which are required to be smaller than 20% or 10%, respectively, for
the different tested functional forms for the tH lep Ofwd category. In addition, the number
of free parameters Ny, of the tested functional form, excluding its normalization, and the

results of the spurious signal test are shown.

Model NIax/0S (%] N&ax/Srer [%0]  NipaxX Npar  Result
PowerLaw -19.6 -26.2  -0.29 1 PASS
Dijet -19.8 -26.5  -0.29 2 PASS
Bernb -19.4 -32.6  -0.36 5 PASS
Exponential -23.7 -31.7  -0.34 1 FAIL
ExpPoly2 -25.2 -36.3  -0.40 2 FAIL
Bern3 -23.0 -35.1  -0.38 3 FAIL
Bern4 -22.6 -349 -0.38 4 FAIL

Table C.2: Maximum fitted spurious signal between 121 and 129 GeV, NT¥, and the ratios
Nipar/0S and NI/ Syer, which are required to be smaller than 20% or 10%, respectively, for
the different tested functional forms for the tH lep 1fwd category. In addition, the number
of free parameters Ny, of the tested functional form, excluding its normalization, and the

results of the spurious signal test are shown.

Model Nipir /08 [%]  Nipur/Sret [%]  Ngpix  Npar  Result
PowerLaw -16.2 -10.7  -0.25 1 PASS
ExpPoly2 -13.2 94 -0.22 2 PASS
Dijet -16.4 -10.8  -0.26 2 PASS
Bern3 -13.8 -10.6 0.25 3 PASS
Bern4 -13.3 -10.0  -0.24 4 PASS
Exponential -20.3 -13.4  -0.32 1 FAIL
Bernb -23.3 -17.9  -0.43 5 FAIL

Table C.3: Maximum fitted spurious signal between 121 and 129 GeV, NT¥, and the ratios
Nipur /08 and NG/ Syer, which are required to be smaller than 20% or 10%, respectively, for
the different tested functional forms for the ttH lep category. In addition, the number of free
parameters Np,, of the tested functional form, excluding its normalization, and the results of

the spurious signal test are shown.



C.4 Detailed results of the spurious signal tests

Model Nepar /05 [%]  Nipax/Srer [%]  Nipax  Npar  Result

Exponential 3.6 3.8 0.05 1 PASS

PowerLaw 6.2 6.4 0.09 1 PASS

Dijet 6.2 6.3 0.09 2 PASS

ExpPoly2 5.8 6.2 0.09 2 PASS

Bern3 4.1 4.8 0.07 3 PASS

Bern4 5.2 5.7 0.09 4 PASS

Bernb 1.6 2.6 0.03 5 PASS
Table C.4: Maximum fitted spurious signal between 121 and 129 GeV, NT¥, and the ratios
Nipor /0S and Nipor /Sref, which are required to be smaller than 20% or 10%, respectively, for

the different tested functional forms for the ttH had BDT1 category. In addition, the number
of free parameters Np,, of the tested functional form, excluding its normalization, and the
results of the spurious signal test are shown.

Model Nsrgi’r‘/(SS [%] Nsrgﬁ’r‘/Sref (%] Nipar  Npar  Result
Exponential 4.5 4.8 0.08 1 PASS
PowerLaw 7.3 8.0 0.13 1 PASS
ExpPoly2 6.2 7.3 0.12 2 PASS
Dijet 8.3 8.7 0.15 2 PASS
Bern3 7.2 8.1 0.14 3 PASS
Bern4 6.1 7.1 0.12 4 PASS
Bernb -4.0 -4.5  -0.08 5 PASS

Table C.5: Maximum fitted spurious signal between 121 and 129 GeV, N22¥ and the ratios

spur?
NEax/0S and NIx/Srer, which are required to be smaller than 20% or 10%, respectively, for
the different tested functional forms for the t#H had BDT2 category. In addition, the number
of free parameters Np,, of the tested functional form, excluding its normalization, and the

results of the spurious signal test are shown.

Model Nipir /08 [%]  Nipur/Sret [%]  Ngpix  Npar  Result
Exponential 3.7 9.7 0.06 1 PASS
PowerLaw 6.4 16.5 0.10 1 PASS
Dijet 6.4 16.3 0.10 2 PASS
ExpPoly?2 6.0 161 010 2  PASS
Bern3 4.5 12.7 0.08 3 PASS
Bern4 5.6 16.0 0.10 4 PASS
Bernb 2.1 7.3 0.04 5 PASS

Table C.6: Maximum fitted spurious signal between 121 and 129 GeV, N2% and the ratios

spur
Niax/0S and NIix/Srer, which are required to be smaller than 20% or 10%, respectively, for
the different tested functional forms for the t#H had BDT3 category. In addition, the number
of free parameters Np,, of the tested functional form, excluding its normalization, and the

results of the spurious signal test are shown.
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Model Napon /08 (%] Nipax/Sret (%] Nipax  Npar  Result
Exponential 10.1 15.4 0.38 1 PASS
PowerLaw 17.4 26.4 0.65 1 PASS
Dijet 16.7 25.9 0.64 2 PASS
ExpPoly2 16.8 27.5 0.67 2 PASS
Bern3 14.2 24.0 0.59 3 PASS
Bern4 13.1 22.3 0.55 4 PASS
Bern5 9.0 16.8 0.41 ) PASS

Table C.7: Maximum fitted spurious signal between 121 and 129 GeV, Nt¥, and the ratios
Nipir/0S and NI/ Srer, which are required to be smaller than 20% or 10%, respectively, for
the different tested functional forms for the ¢t¢H had BDT4 category. In addition, the number
of free parameters Ny, of the tested functional form, excluding its normalization, and the

results of the spurious signal test are shown.

Model Niur /05 [%] Niur /Sret [%0] Niur  Npar  Result
PowerLaw -3.5 9.7  -0.25 1 PASS
Exponential -19.2 -49.8  -1.22 1 PASS
ExpPoly2 -3.7 -10.6  -0.28 2 PASS
Dijet 4.1 11.6 0.28 2 PASS
Bern3 6.9 21.5 0.54 3 PASS
Bern4 -6.4 -21.7  -0.54 4 PASS
Bernb -8.6 -29.7  -0.73 5 PASS

Table C.8: Maximum fitted spurious signal between 121 and 129 GeV, Ng&¥, and the ratios
N /6S and NIEY/Srer, which are required to be smaller than 20% or 10%, respectively, for
the different tested functional forms for the tH had 4j1b category. In addition, the number
of free parameters Ny, of the tested functional form, excluding its normalization, and the

results of the spurious signal test are shown.

Model Nipiar /08 [%]  Nipur/Sret [%]  Ngpix  Npar  Result
PowerLaw -1.4 -6.5 -0.04 1 PASS
Exponential -6.7 -27.0  -0.16 1 PASS
ExpPoly?2 1.4 68 -0.04 2  PASS
Dijet -1.7 -8.2  -0.05 2 PASS
Bern3 1.7 8.7 0.05 3 PASS
Bern4 -1.6 -9.6  -0.05 4 PASS
Bernb -3.6 -19.9 -0.12 5 PASS

Table C.9: Maximum fitted spurious signal between 121 and 129 GeV, N2% and the ratios

spur’
Niax/0S and NIpix/Srer, which are required to be smaller than 20% or 10%, respectively, for
the different tested functional forms for the tH had 4j2b category. In addition, the number
of free parameters Np,, of the tested functional form, excluding its normalization, and the

results of the spurious signal test are shown.



Appendix D

Measurement of the differential /Ny jts cross section

D.1 Comparison of b-tagging WPs

Table D.1: The expected number of events for 79.8fb™! is shown for the inclusive Higgs
boson signal, Skiggs, the contribution of ggH with true b-jets in the final state, Sgqm 11, and
BcontBa, estimated from a m. sideband fit as shown below. The requirements Ny, = 0 and
Ny-tag = 1 are applied. In addition, the expected significance for Sgiggs and Sgqp 4 is shown.

b-tagging WP | SHiggs Sggr+b BconmtBa | Exp. sig. to Shiggs [0] Exp. sig. to Sggr4s [0]
60% 46.6 16.0 5960 1.75 0.59
70% 63.4 18.9 9950 1.85 0.55
7% 86.2 20.8 15400 2.02 0.48
85% 157 22.9 29400 2.67 0.38
g 4 Data‘ Vs=13 T;V, _[Ldt=79.8m" g 4 Data‘ s=13 T;V,JLdl=;9.8 [
w I 60% WP, Ny o, = 1 | % 4001~ 70% WP, N, =1 —
200 +7 Fit function | L + — Fit function
i iy | 300? ' -
ool P h 200 Y B -
L MW‘W 100; M
0 120 140 760 0 120 140 160
my, [GeV] m,, [GeV]
é ' Data‘ s=13 T;V‘ J’Ldt:79.8fb'1 1 g ' Data‘ 5=13 T;V,_[Lm:;g_g !
o sool- 7% WP, N, =1 B W 85% WP, N, =1
— Fit function — Fit function
] 1000 -
0
4ooj + ¢ . N
o o E . ™ . |
200~ * 5 o - M
0 1%0 14‘10 160 0 12‘0 14‘10 160
m,, [GeV] m,, [GeV]

Figure D.1: Fit of an ExpPoly2 function to the m,. distribution of events with N, = 0 and
Ni_tag = 1 for the different b-tagging WPs. The number of sideband events and the integral
over the fit function in the shaded area are used to estimate Bcontpg in the full m.,, range.
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Appendix D Measurement of the differential Ny._jets cross section

D.2 Flavor composition

Table D.2: Classification of the selected events from the different Higgs boson production
processes into H+b, H+c and H+/{ in the different bins of the Ny jets distribution.

Nb—jets =0 Nb—jets =1 Nb—jets > 2
Process | H+¢ H+c H-+b H+/ H+c¢ H+b H+/ H+c H-+b
ggH 92% 6.8% 1.4% 18% 26% 57% 4.5% 4.0% 91%
VBF 83% 16% 1.0% 15% 48% 3% 1.7% 8.5% 90%
WH 0% 29%  0.39% 12% 76% 12% 1.8% 32% 66%
ZH 6% 18%  6.4% 4.0% 18% 78% 0.1% 2.1% 98%
ttH 15%  15% 1% | 0.11%  1.1%  99% | 0.002% 0.047% 100%
tHjb 33%  15% 52% | 0.29%  1.5%  98% 0% 0.098% 100%
WtH 23%  18% 59% 0.4% 2% 98% 0% 0.11%  100%
bbH 52% 2.2%  46% | 0.64% 0.57% 99% | 0.46% 0% 100%

Table D.3: Classification into H+b, H+c and H+-{ of events with Ny, = 0 and Np_tae = 1 for
the different b-tagging WPs.

60% WP 70% WP
Process H-+/ H+c¢ H+b Process | H+/ H+c H++b
ggH 11% 18% 1% ggH 18% 26% 56%
VBF 7.8% 36% 56% VBF 15% 48% 3%
WH 7.6% 70% 22% WH 12% "% 12%
ZH 1.3% 9.4%  89% ZH 3.9% 18% 8%
ttH 0.031% 0.48% 99% ttH 0.12% 1.1%  99%
tHjb 0.046% 0.68% 99% tHjb 0.27% 1.6%  98%
WitH 0.16%  0.79%  99% WtH 0.4% 1.9%  98%
bbH 0.45%  0.27%  99% bbH 0.92% 0.58%  98%
7% WP 85% WP
Process | H+/ H+c H+b Process | H+¢ H+c H+b
ggH 28% 30% 42% ggH 52%  26%  22%
VBF 23% 53% 24% VBF 4%  47%  13%
WH 16% % 6.9% WH 29% 68% 3.3%
ZH 8.5% 26% 66% ZH 23%  31%  47T%
ttH 0.31% 2.1%  98% ttH 1.3% 4.4% 94%
tHjb 0.65% 2.7%  97% tHjb 24% 51%  93%
WtH 0.74%  3.5%  96% WtH 2.8% 6.7% 90%
bbH 1.9% 0.64% 97% bbH 4.6% 1.1% 94%
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D.3 Signal model

D.3 Signal model
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Figure D.2: The DCB signal model derived from Higgs boson MC simulation for the Np_jets = 0
bin and the underflow bin.

D.4 Signal extraction uncertainties
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Figure D.3: Breakdown of the expected fractional uncertainties on the extracted signal yield,
evaluated from the fit to data. The systematic uncertainty is shown in orange, while the
statistical uncertainty is shown in blue. In a) the systematic uncertainties only include
the PES/PER and Higgs boson mass uncertainties, while in b) the background modeling
uncertainty is included as well.
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Appendix D Measurement of the differential Ny._jets cross section
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Figure D.4: Ranking plots, obtained from a) a fit to an Asimov dataset and b) the fit to
data, showing the 15 most important NPs for the underflow bin. The number of signal events,
N*¥9 corresponds to the Pol. The pre-fit and post-fit values of the NPs and the associated
uncertainties are shown as red and black points and lines, respectively. The yellow and blue
hatched bands show the pre-fit and post-fit uncertainties on N*9_ respectively.
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D.4 Signal extraction uncertainties
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Figure D.5: Ranking plots, obtained from a) a fit to an Asimov dataset and b) the fit to data,
showing the 15 most important NPs for the Nyjets = 0 bin. The number of signal events,
N*¥9 corresponds to the Pol. The pre-fit and post-fit values of the NPs and the associated
uncertainties are shown as red and black points and lines, respectively. The yellow and blue
hatched bands show the pre-fit and post-fit uncertainties on N*%9_ respectively.
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Figure D.6: Ranking plots, obtained from a) a fit to an Asimov dataset and b) the fit to data,
showing the 15 most important NPs for the N jets > 2 bin. The number of signal events,
N*% corresponds to the Pol. The pre-fit and post-fit values of the NPs and the associated
uncertainties are shown as red and black points and lines, respectively. The yellow and blue
hatched bands show the pre-fit and post-fit uncertainties on N*%9, respectively. Due to the
small number of observed events in the Ny jets > 2 bin and the large statistical uncertainty,
the estimation of the post-fit impact of the individual systematic uncertainties in this bin gets

unstable for the fit to data.
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Appendix E

MVA-based analysis strategy for H-b-jets

E.1 Correlations between the BDT input variables
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Figure E.1: Correlation matrices of the signal and background training samples for the different

BDT input variables, showing the absolute values of the linear correlation coefficients.

E.2 BDT output after applying the full event selection
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Figure E.2: BDT output for the full event selection, described in Section 11.2, for ggH MC
simulation, where the MV2-leading jet is classified as a b-, ¢- or /-jet, and the data sidebands.
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Appendix E MVA-based analysis strategy for H+b-jets

E.3 Signal modeling

%4'55“””“”‘HH“HWHi > ] L S o S B B
o E Simulation Heg =125.08 B 5] L Simulation Hgy = 12513 1
= E —~_ Ggg =145 — = C _ Ggg =173 ]
z 355 Vs =13 TeV tepyy =165 E 2 5 Vs =13 TeV gy = 161 -
@ 5 : — ] C B ]
o E Ldt=79.8" Ocgy = 1.73 3 o C Ldt=79.81" Oegy = 1.65 ]
3i Neplo =573 = 4; Nego = 7-06 ;
E BDTcat1 Negy = 10.00 E r BDTcat2 Negy = 9.96 b
25 Yield =16.35 = F Yield = 26.21 E
= E 3 7
2— — L ]
E  —$- MC simulation E [ —$ MC simulation ]
E — DCB function E L DCB function -
= = r ]
= E 1= ]
0.5— — F 4
- Enl ‘ | ‘ — = Faint ‘ | ‘ -
i 2 B [ 25 B
S 1 5i rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr - S 1 5% rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr }'W
g %§¥,6' [ . | g %.}, 5 Py -..x’ Tl
1 . . s T 1 v . . s
Og: ''''''''''''''''''''''''''''''''''''''''''' §%+ e 0(5): '''''''''''''''''''''''''''''''''''''''''''''''' §T 7777 ¢
715 20 125 130 35 115 120 125 130 35
m,, [GeV] m,, [GeV]
S El o
2.2~ !
é F Simulation Mg = 12521 E
= e O =187 —
@ E {s=13TeV ° B
2 18 Is Oggy =1.70 3
g 10 J. Ldt=79.81" Ocpy =165
'Gi Negro =525 |
1.4 BDTcat3 Negy = 9.55 =
= Yield =10.59 =
12— =
08F- —$— MC simulation E
[ — DCB function 3
061 =
04— —
0.2 =
E =
= S I | | | -
3 1.5# rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr
g 1H 3 . T . LI I it
1 5 . $
0.5 L, 8 1
0 b
115 120 125 130 5
m,, [GeV]

Figure E.3: Signal model for the three BDT categories, which is determined by fitting a DCB
function to the m., distribution predicted by the MC simulation of all contributing Higgs
boson production processes.
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E.4 Background modeling
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Figure E.4: Reweighting of the m., distributions in diphoton MC simulation to the shape
observed in the vj and jj control regions for the three BDT categories. For illustration
purposes, the distributions are normalized to unit area. Due to the small number of events
in the jj control region, it is challenging to properly derive the shape of this component.
However, due to its small contribution, the jj component has a minor influence on the overall
background template.
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Appendix E MVA-based analysis strategy for H+b-jets

E.5 PES/PER uncertainties

Table E.1: Uncertainties for the three BDT categories resulting from the PES/PER variations.
The PES variations are denoted by EG__ SCALE, while the PER variations are denoted by
EG_RESOLUTION. The uncertainties are derived based on the relative change of the mean
or width of the DCB function for each PES or PER variation, respectively.

Variation Uncertainty in %
BDTcatl BDTcat2 BDTcat3
EG_RESOLUTION__MATERIALCALO__up 0.76 0.44 0.42
EG_RESOLUTION_MATERIALCALO_ down 0.86 0.46 0.38
EG_RESOLUTION_MATERIALCRYO_ up 1.61 1.30 1.13
EG_RESOLUTION__MATERIALCRYO_ down 1.68 1.28 1.06
EG_RESOLUTION_MATERIALGAP_ up 0.79 0.66 0.76
EG_RESOLUTION__MATERIALGAP_ down 0.92 0.71 0.78
EG_RESOLUTION_MATERIALIBL_ up 1.88 1.14 0.99
EG_RESOLUTION__MATERIALIBL__down 2.10 1.28 0.95
EG_RESOLUTION_MATERIALID_ up 4.83 3.87 3.36
EG_RESOLUTION__MATERIALID_ down 5.46 4.05 3.41
EG_RESOLUTION_MATERIALPPO_ up 2.08 1.97 2.03
EG_RESOLUTION__MATERIALPPO_ down 2.36 1.97 2.02
EG_RESOLUTION_PILEUP_ up 5.03 2.35 1.57
EG_RESOLUTION_PILEUP_ down 4.99 2.57 1.83
EG_RESOLUTION_SAMPLINGTERM __up 4.68 2.03 1.33
EG_RESOLUTION_SAMPLINGTERM __down 4.34 1.85 1.48
EG_RESOLUTION_ZSMEARING__up 4.11 3.54 3.46
EG_RESOLUTION_ZSMEARING__down 3.79 3.04 2.71
EG_SCALE_PEDESTAL_ up 0.01 0.01 <0.00
EG_SCALE_PEDESTAL_ down 0.01 0.01 0.01
EG_SCALE_PS BARREL_B12 up 0.07 0.06 0.05
EG_SCALE_PS_BARREL_B12_ down 0.07 0.06 0.06
EG_SCALE_PS  ETABNO_ up 0.01 0.01 0.01
EG_SCALE_PS___ ETABNO_down 0.01 0.01 0.01
EG_SCALE_PS ETABNI1 up 0.01 0.01 <0.00
EG_SCALE_PS ETABNI_down 0.01 0.01 0.01
EG_SCALE_PS ETABN2 up 0.01 0.01 0.01
EG_SCALE_PS ETABN2_ down 0.01 0.01 0.01
EG_SCALE_PS___ETABN3_up 0.01 0.01 0.01
EG_SCALE_PS ETABN3 down 0.01 0.01 0.01
EG_SCALE_PS___ETABN4_up 0.01 <0.00 <0.00
EG_SCALE_PS  ETABN4 down 0.01 <0.00 <0.00
EG_SCALE_PS ETABN5_up 0.01 0.01 0.01
EG_SCALE_PS  ETABN5_ down 0.01 0.01 0.01
EG_SCALE_PS ETABN6_ up 0.07 0.06 0.06
EG_SCALE_PS  ETABNG6_down 0.07 0.06 0.06
EG_SCALE_PS ETABN7_ up <0.00 <0.00 <0.00
EG_SCALE_PS__ ETABNT7_ down <0.00 <0.00 <0.00
EG_SCALE_PS  ETABNS8 up 0.01 0.01 0.01
EG_SCALE_PS__ ETABNS8 down 0.01 0.01 0.01
EG_SCALE_AF2_ up <0.00 <0.00 <0.00
EG_SCALE__AF2_down <0.00 <0.00 <0.00
EG_SCALE_E4SCINTILLATOR___ETABNO_ up <0.00 <0.00 <0.00
EG_SCALE_E4SCINTILLATOR_ ETABNO_down <0.00 <0.00 <0.00
EG_SCALE_E4SCINTILLATOR___ETABNI1_up <0.00 <0.00 <0.00
EG_SCALE_EASCINTILLATOR,_ _ETABNI1_ down <0.00 <0.00 <0.00
EG_SCALE_E4SCINTILLATOR___ETABN2_ up 0.01 <0.00 <0.00
EG_SCALE_E4SCINTILLATOR,___ETABN2 down 0.01 <0.00 <0.00
EG_SCALE_G4_up 0.01 0.01 0.01
EG_SCALE_G4_down 0.01 0.01 0.01
EG_SCALE_L1GAIN_up 0.03 0.04 0.06
EG_SCALE_L1GAIN_ down 0.03 0.04 0.05
EG_SCALE_L2GAIN_ up 0.21 0.11 0.08
EG_SCALE_L2GAIN_ down 0.21 0.12 0.08
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E.5 PES/PER uncertainties

Table E.2: Uncertainties for the three BDT categories resulting from the PES/PER variations.
The PES variations are denoted by EG__SCALE, while the PER variations are denoted by
EG_RESOLUTION. The uncertainties are derived based on the relative change of the mean
or width of the DCB function for each PES or PER variation, respectively.

Variation Uncertainty in %
BDTcatl BDTcat2 BDTcat3
EG_SCALE_LARCALIB___ETABNO_up 0.10 0.08 0.06
EG_SCALE_LARCALIB___ETABNO_down 0.10 0.07 0.07
EG_SCALE_LARCALIB___ETABN1_up 0.02 0.02 0.03
EG_SCALE_LARCALIB___ETABNI1_down 0.02 0.02 0.03
EG_SCALE_LARELECCALIB_up <0.00 <0.00 0.01
EG_SCALE_LARELECCALIB_ down <0.00 <0.00 <0.00
EG_SCALE_LARELECUNCONV___ETABNO_up 0.09 0.08 0.07
EG_SCALE_LARELECUNCONV__ ETABNO_down 0.09 0.08 0.08
EG_SCALE_LARELECUNCONV___ETABNI1_up 0.04 0.04 0.05
EG_SCALE_LARELECUNCONV___ ETABNI1_down 0.04 0.05 0.05
EG_SCALE_LARUNCONVCALIB_  ETABNO_ up 0.03 0.03 0.03
EG_SCALE_LARUNCONVCALIB___ETABNO_down 0.03 0.03 0.03
EG_SCALE_LARUNCONVCALIB__ETABNI1_up <0.00 <0.00 <0.00
EG_SCALE_LARUNCONVCALIB___ETABNI1_down <0.00 <0.00 <0.00
EG_SCALE_S12  ETABNO_up 0.04 0.03 0.02
EG_SCALE_S12___ ETABNO_ down 0.04 0.03 0.03
EG_SCALE_S12  ETABNI1_ up 0.04 0.03 0.03
EG_SCALE_S12.  ETABNI1_down 0.04 0.03 0.03
EG_SCALE_S12  ETABN2 up <0.00 <0.00 <0.00
EG_SCALE_S12. ETABN2_ down <0.00 <0.00 <0.00
EG_SCALE_S12  ETABN3_ up 0.03 0.03 0.04
EG_SCALE_S12.  ETABN3_ down 0.03 0.03 0.04
EG_SCALE_S12 _ETABN4_ up <0.00 <0.00 <0.00
EG_SCALE_S12_  ETABN4_down <0.00 <0.00 <0.00
EG_SCALE_TOPOCLUSTER_THRES up 0.01 0.01 0.01
EG_SCALE_TOPOCLUSTER_ THRES down <0.00 <0.00 <0.00
EG_SCALE_WTOTS1_up 0.03 0.04 0.04
EG_SCALE_WTOTS1_down 0.03 0.04 0.04
EG_SCALE_MATCALO___ ETABNO_up 0.01 0.01 0.01
EG_SCALE_MATCALO___ETABNO_down 0.01 0.01 0.01
EG_SCALE_MATCALO__ ETABNI1_up 0.01 0.01 0.01
EG_SCALE_MATCALO___ETABNI1_down 0.01 0.01 <0.00
EG_SCALE_MATCALO___ ETABNI0_ up <0.00 <0.00 <0.00
EG_SCALE_MATCALO___ ETABNI10_down <0.00 <0.00 <0.00
EG_SCALE_MATCALO___ ETABNI11 up <0.00 <0.00 <0.00
EG_SCALE_MATCALO_ _ETABNI11_down <0.00 <0.00 <0.00
EG_SCALE_MATCALO___ETABN2_up <0.00 <0.00 <0.00
EG_SCALE_MATCALO___ ETABN2_ down <0.00 <0.00 <0.00
EG_SCALE_MATCALO___ETABN3_up <0.00 <0.00 <0.00
EG_SCALE_MATCALO___ ETABN3_down <0.00 <0.00 <0.00
EG_SCALE_MATCALO___ ETABN4_up <0.00 <0.00 <0.00
EG_SCALE_MATCALO___ ETABN4_down <0.00 <0.00 <0.00
EG_SCALE_MATCALO___ _ETABN5_up <0.00 <0.00 <0.00
EG_SCALE_MATCALO___ ETABN5_down <0.00 <0.00 <0.00
EG_SCALE_MATCALO___ ETABNG6_up 0.01 0.01 0.01
EG_SCALE_MATCALO___ _ETABNG6_ down 0.01 0.01 0.01
EG_SCALE_MATCALO___ _ETABN7_up <0.00 <0.00 <0.00
EG_SCALE_MATCALO___ETABN7_down <0.00 <0.00 <0.00
EG_SCALE_MATCALO___ETABNS_up <0.00 <0.00 <0.00
EG_SCALE_MATCALO___ ETABNS&_down <0.00 <0.00 <0.00
EG_SCALE_MATCALO___ETABN9_up <0.00 <0.00 <0.00
EG_SCALE_MATCALO__ ETABN9_down <0.00 <0.00 <0.00
EG_SCALE_MATID___ETABNO_up 0.06 0.05 0.06
EG_SCALE_MATID_  ETABNO_down 0.06 0.06 0.05
EG_SCALE_MATID__ETABNI1_up 0.02 0.02 0.02
EG_SCALE_MATID ETABNI1_down 0.02 0.02 0.02
EG_SCALE_MATID__ ETABN2_ up 0.01 0.02 0.02
EG_SCALE_MATID ETABN2_ down 0.01 0.02 0.02
EG_SCALE_MATID__ ETABN3_ up <0.00 <0.00 0.01
EG_SCALE_MATID_ __ETABN3_ down <0.00 <0.00 0.01
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Table E.3: Uncertainties for the three BDT categories resulting from the PES/PER variations.
The PES variations are denoted by EG__SCALE, while the PER variations are denoted by
EG_RESOLUTION. The uncertainties are derived based on the relative change of the mean
or width of the DCB function for each PES or PER variation, respectively.

Variation Uncertainty in %
BDTcatl BDTcat2 BDTcat3
EG_SCALE_MATPPO___ ETABNO_up 0.02 0.02 0.02
EG_SCALE MATPPO  ETABNO_down 0.02 0.02 0.02
EG_SCALE_MATPPO___ETABNI1_up 0.05 0.07 0.08
EG_SCALE MATPPO _ETABN1_ down 0.05 0.07 0.08
EG_SCALE_ZEESTAT up <0.00 <0.00 <0.00
EG_SCALE_ ZEESTAT down <0.00 <0.00 <0.00
EG_SCALE_ZEESYST up 0.06 0.07 0.07
EG_SCALE_ZEESYST_down 0.06 0.07 0.07
EG_SCALE_MATCRYO___ ETABNO_ up <0.00 <0.00 <0.00
EG_SCALE_MATCRYO__ ETABNO_down <0.00 <0.00 <0.00
EG_SCALE_MATCRYO___ ETABNI1_up 0.01 0.01 0.01
EG_SCALE_MATCRYO__ ETABNI1_down 0.01 0.01 0.01
EG_SCALE_MATCRYO__ ETABNI10_up <0.00 <0.00 <0.00
EG_SCALE_MATCRYO__ ETABN10_down <0.00 <0.00 <0.00
EG_SCALE_MATCRYO___ _ETABNI11_up <0.00 <0.00 <0.00
EG_SCALE MATCRYO_ _ ETABNI11_ down <0.00 <0.00 <0.00
EG_SCALE_MATCRYO___ _ETABN2_ up <0.00 <0.00 <0.00
EG_SCALE MATCRYO_ _ ETABN2_ down <0.00 <0.00 <0.00
EG_SCALE_MATCRYO___ETABN3_up 0.01 0.01 0.01
EG_SCALE MATCRYO_ _ ETABN3_ down 0.01 0.01 0.01
EG_SCALE_MATCRYO__ ETABN4_up <0.00 <0.00 <0.00
EG_SCALE_MATCRYO__ _ETABN4_down <0.00 <0.00 <0.00
EG_SCALE_MATCRYO___ ETABN5_up <0.00 <0.00 <0.00
EG_SCALE_MATCRYO__ ETABN5_down <0.00 <0.00 <0.00
EG_SCALE MATCRYO_ _ ETABNG6_up 0.01 <0.00 0.01
EG_SCALE_MATCRYO___ETABN6_down 0.01 0.01 <0.00
EG_SCALE MATCRYO_ _ ETABN7 up 0.02 0.02 0.02
EG_SCALE_MATCRYO__ ETABN7_down 0.02 0.02 0.02
EG_SCALE MATCRYO___ ETABNS8 up 0.02 0.02 0.02
EG_SCALE_MATCRYO___ ETABNS8_down 0.02 0.02 0.02
EG_SCALE_MATCRYO___ _ETABN9 _ up <0.00 <0.00 <0.00
EG_SCALE_MATCRYO___ ETABN9_down <0.00 <0.00 <0.00
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