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Abstract

In this thesis, searches for physics effects beyond the Standard Model are performed by
studying purely leptonic and lepton-flavour violating B-meson decays with the LHCb ex-
periment. Advanced statistical tools to interpret nulltests are implemented and used in the
analysis of the very rare decays discussed in this thesis. A search for lepton-flavour violating
B+→ K+µ±e∓ decays is performed based on the LHCb Run 1 sample as the first analysis
of these transitions with LHCb data. Upper limits on their branching fractions are set be-
low 10−8, which improves previous limits by more than an order of magnitude. Similarly,
B0
(s)→ e+e− decays have never before been studied with the LHCb experiment. The upper

limits on their branching fractions determined in this thesis with Run 1 and part of Run
2 data improve previous limits by a factor of 30, reaching a sensitivity ofO(10−8). With
this improvement the limits become sensitive to scenarios of new physics effects. In a third
analysis, the B0

(s) → µ+µ− decays are studied with the full LHCb Run 1 and Run 2 data
sample. The analysis is currently being reviewed by the collaboration. Its precision is expected
to be similar to that of the combination of previous results of the LHC experiments obtained
on a partial data set. The results obtained in this thesis impose strong constraints on popular
scenarios of new physics effects.

Kurzfassung

Diese Arbeit beschäftigt sich mit der Suche nach physikalischen Effekten jenseits des Stan-
dardmodells. Dazu werden rein leptonische und die Lepton-Flavourzahl verletzende Zerfälle
von B-Mesonen mit Daten des LHCb Experimentes untersucht. Statistische Methoden
zur Interpretierung von Nulltests wurden im Verlauf der Arbeit implementiert und für die
Analysen der sehr seltenen Zerfälle verwendet. Eine Suche nach die Lepton-Flavourzahl verlet-
zenden B+→ K+µ±e∓ Zerfällen wurde mit dem Run 1 Datensatz des LHCb Experimentes
durchgeführt. Dies ist die erste Untersuchung dieser Zerfälle mit LHCb Daten. Obere Auss-
chlussgrenzen auf ihre Verzweigungsverhältnisse werden zu kleiner als 10−8 bestimmt, was
eine Verbesserung vorheriger Ausschlussgrenzen ummehr als eine Größenordnung bedeutet.
Auch B0

(s) → e+e− Zerfälle wurden in dieser Arbeit zum ersten Mal mit dem LHCb Ex-
periment untersucht. Die oberen Ausschlussgrenzen auf diese Zerfälle wurden mithilfe des
LHCb Datensatzes von Run 1 und eines Teils von Run 2 um einen Faktor 30 verbessert
worden aufO(10−8). Damit stoßen die Ausschlussgrenzen in einen Bereich vor, der sensitiv
auf neue physikalische Effekte ist. In einer dritten Studie wurden B0

(s)→ µ+µ− Zerfälle mit
dem vollen Run 1 und Run 2 Datensatz des LHCb Experimentes untersucht. Die Analyse
wird zurzeit von der Kollaboration begutachtet. Es wird erwartet, dass die Präzision der
Analyse der Kombination aller vorherigen LHCMessungen dieser Zerfälle entspricht. Die
Ergebnisse dieser Arbeit führen zu starken Einschränkungen von gängigen Szenarien für
neue physikalische Effekte.
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1 Introduction

In particle physics, three of the four fundamental forces of nature can be unified in onemodel,
the StandardModel (SM). It was developed in the 1960’s [1–3] and describes electromagnetic,
weak and strong interactions between elementary particles. Gravitation, as the fourth interac-
tion between particles, is not included in the SM. Almost all measurements of elementary
particle processes have confirmed the SM calculations, including the discovery of the Higgs
boson in 2012 [4, 5], the last until then undiscovered particle predicted by the SM. Despite
this overwhelming success, there is a number of phenomena that suggest an incompleteness
of the SM. Cosmological observations suggest that the matter described in the SMmakes up
only 5 % of the energy density of the universe. The rest, called “dark matter” and “dark en-
ergy”, is very little known. Furthermore, all attempts to unify gravitation with the other three
interactions have not been successful. Other reasons can be found in the internal structure of
the SM itself. The masses of particles span the wide range ofO(1 eV/c2) toO(100 GeV/c2).
They arise in the SM from different couplings of the particles to the Higgs field. However,
there is no explanation for the large range of couplings. From these considerations it becomes
evident that there must be additional structures that are not modelled by the SM.

In the past decades many searches have been performed for experimental evidence of particles
and processes beyond the SM, often referred to as “New Physics” (NP). Direct searches of
NP particles produced by or decaying into a set of known particles are limited by the energy
provided by the laboratory. At the Large-Hadron-Collider, particles with masses of up to
O(1 TeV) can be produced and are therefore be accessible by direct searches. A different
approach to search for NP is the precise measurement of SM processes. These could be
impacted by NP processes through interference. As the new physics particles can contribute
as quantum loop corrections and do not need to be produced as real states, this approach
allows to test also energy scales much higher than those accessible by direct searches, up to
O(100 TeV) [6]. Particularly interesting for these kinds of measurements are processes that
are very rare in the SM such that NP contributions can have a large relative effect.

The LHCb experiment is designed for the study of b- and c-hadrons. As such it is ideally
suited to performmeasurements of B-meson decay processes that are rare in the SM. And
indeed recent measurements of decays involving b→ sℓ+ℓ− processes1 (ℓ being a lepton)
show intriguing hints of deviations from the SM [7–9]. While each of the measurements
taken by itself does not differ significantly from the SM, they can be interpreted in a com-
mon framework of effective field theories and show strong tensions with SM predictions in
1Charge conjugated processes are implied throughout this thesis, if not otherwise specified.
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1 Introduction

combinations [10–14]. In particular the measurements of electroweak b-hadron decays seem
to indicate a different coupling strength of electrons and muons in weak decays, which is in
contradiction with the SM. It is therefore crucial to measure these processes more precisely
with as many decay modes and as much data as possible.

This thesis extends the study of b→ sℓ+ℓ− transitions to the search for B+→ K+µ±e∓ and
B0
(s)→ e+e− decays, which have negligible branching fractions in the SM and have not been

previously studied with the LHCb experiment. If the b→ sℓ+ℓ− are not lepton-universal
as indicated by the measurements referred to above, then it is very likely that lepton-flavour
violating decays like B+→ K+µ±e∓ exist with rates that are accessible with the LHCb exper-
iment [15]. Also some NP scenarios propose new scalar and pseudoscalar mediator particles
to explain the tensions. Those would however produce measurable branching fractions of
B0
(s)→ e+e− decays [16]. Furthermore, the golden rare decay modes B0

(s)→ µ+µ− are studied
in this thesis. Their simplicity in theoretical description as well as in the experimental signa-
ture makes them ideal probes of the SM [17]. Indeed a similar small discrepancy between
experiment and SM prediction is seen in the B0

s → µ+µ− branching fractions compared to
what is found in measurements of other b→ sℓ+ℓ− processes. It is therefore very interesting
to measure those decays as precisely as possible to understand whether the discrepancy is a
statistical fluctuation or not.
To allow statistical interpretations of the measurements, tools are developed in this thesis
that apply common statistical procedures to determine upper limits on physics observables
like branching fractions.

The thesis begins with a brief introduction to the SM and the decays analysed in Chapter 2.
Chapter 3 reviews the statistical methods implemented to calculate upper limits on branching
fractions. After a short description of the LHCb experiment in Chapter 4 the searches for
B0
(s) → e+e− and B+ → K+µ±e∓ decays are described in Chapter 5 and the status of

the analysis of B0
(s) → µ+µ− decays is presented in Chapter 6. An extrapolation of the

measurements to future data sets is given in Chapter 7. The thesis then concludes with a
summary in Chapter 8.

2



2 Rare decays in the Standard Model and

beyond

The Standard Model (SM) is a theoretical framework that describes interactions between
elementary particles. It is a gauge theory of the form SU(3)C×SU(2)L×U(1)Y, in which the
interactions between the particles follow from the invariance under local symmetry transfor-
mations [1–3] (for a detailed introduction see e.g. Refs. [18, 19]). The SU(3)C corresponds
to the strong interaction, while the SU(2)L×U(1)Y group corresponds to the electroweak
interaction. Gravitation, which is negligible at the mass scales of elementary particles, is not
described by the SM.

The known elementary particles are of fermionic nature, i.e. have half-integer spin, and
can be distinguished by their “flavour”, a property unique for each particle. They can be
grouped into six quarks and six leptons. Quarks and leptons can further be organized in three
generations as shown in Fig. 2.1. The lepton generations consist of one particle with electrical
charge of−1e, the electron (e−), muon (µ−) or tauon (τ−), and a corresponding neutrino,
which is electrically neutral. Quarks, carry an additional colour charge, which can take the
three different states [r, g, b]. Furthermore, the up-type quarks up (u), charm (c) and top (t)
carry an electrical charge of+2/3e, while the down-type quarks down (d), strange (s) and
beauty (b) carry an electrical charge of−1/3e. All leptons, however, are neutral under colour
charge. Thus there are twelve fundamental particles, of which each has an antiparticle with
opposite charges, but otherwise exactly the same properties. Each of the particles receives a
mass, the lowest being assigned to neutrinos (< 1.1 eV/c2 [21]) and the highest being assigned
to top quarks (≈ 173 GeV/c2 [21]).

The interactions between the fundamental particles are mediated via twelve bosonic particles:
a massless photon γ as themediator of the electromagnetic force, themassive bosonsW± and
Z0 governing weak interactions and eight massless gluons for the strong force. The gluons
couple to the colour charge of particles and themselves also carry colour charge. Thus they
can self-interact. This introduces the effect that the strong force is small at short distances and
high energies and large at long distances and low energies. Therefore quarks always appear
confined in colourless bound states like mesons (two-quark systems like the B0

s meson with
quark content [bs]) and baryons (three-quark systems like the proton pwith quark-content
[uud]). Recently even the existence of Pentaquarks [22] and Tetraquarks [23] have been
confirmed by the LHCb experiment.
The weak force only acts on particles with left-handed chirality. For massless particles the
chirality coincides with the projection of the particle’s spin to its momentum, a property

3



2 Rare decays in the StandardModel and beyond
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Figure 2.1: Fundamental particles in the SM [20]. For each particle the spin s and electrical
charge q quantum numbers are given.

called helicity, where a positive value is defined as right-handed and a negative value as left-
handed. Massive particles always carry a fraction of left-handed and right-handed chirality,
where the fraction is governed by the particles’ masses. The chirality requirements can lead to
strong rate suppressions, as e.g. for B0

(s)→ ℓ+ℓ− decays. Another particularity of the weak
force with respect to all other known interactions is that it can change the flavour of particles
in charged currents. These transitions occur dominantly within one generation. However,
also transitions between different generations of quarks are observed and even transitions
between neutrinos are seen [24–26]. These are accomodated in the SM for the quarks by
the CKMmatrix [27, 28] that transforms the flavour eigenstates (d, s, b) of the quarks with
respect to theweak interaction into theirmass eigenstates (d’, s’, b’) by a linear combinationd′s′

b′

 = VCKM

ds
b

 =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

ds
b

 . (2.1)

For neutrinos themixing can be described by a similar procedure with the PMNSmatrix [29–
31]. No transitions between different generations of charged leptons are observed. This leads
to a universal coupling strength of charged leptons as an accidental symmetry of the SM.
Particle masses are generated in the SM by the so-called Brout-Englert-Higgs mechanism [32–
34]. They arise from the Yukawa-coupling of the particles to the Higgs field. Attached to the
Higgs field is the Higgs bosonH0, which was confirmed only in 2012 by the ATLAS [4] and
CMS experiments [5] at the Large Hadron Collider.
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Figure 2.2: The dominant SM processes contributing to the b→ sℓ+ℓ− and b→ dℓ+ℓ−
FCNC transitions on the left and centre can only proceed via loops of charged currents
and have therefore suppressed rates with respect to e.g. the charged current “tree” process
on the right.

This completes the SM. However, many questions are still left unanswered by the SM, such
as the origin and composition of dark matter, the connection of gravity with the other forces,
the hierarchy of particle masses and more. Thus there must be new physics (NP) mecha-
nisms beyond the SM that produce the observed theoretical and experimental structures.
These mechanisms could become visible in the measurement of processes which are strongly
suppressed in the SM.

The decays studied in this thesis mainly proceed via b→ sℓ+ℓ− and b→ dℓ+ℓ− processes,
which are flavour-changing neutral currents (FCNC). As there is no flavour-changing neutral
interaction in the SM, those can only be induced by loops of multiple charged processes and
are thus suppressed with respect to processes that can occur directly via “tree” processes, as
illustrated in Fig. 2.2. Therefore they become an ideal place to look for contributions from
NP processes, where FCNC interactions might appear as tree level processes and thus have
a strong impact on the decay rates. This is even more true for the lepton-flavour violating
b → sℓ+ℓ ′−, the core processes for B+→ K+µ±e∓ decays, which would require a transitions
between charged lepton flavours and are therefore even forbidden in the SM.

In the search for experimental deviations from the SM in b-hadron decays and their com-
binations it has become useful to reformulate SM calculations in an effective field theory
approach that employs an operator product expansion [35, 36] such that for b→ sℓ+ℓ−
and b→ dℓ+ℓ− processes one can use the general form for the transition amplitudeA of a
B-meson into a final state f

A(B → f ) = 〈f |Heff|B〉 =
GF√
2

∑
i=7,9,10

VtbV
∗
t(d,s)Ci(µ) 〈f |Qi(µ)|B〉 . (2.2)

HereHeff is the effectiveHamiltonian of the transition,GF the Fermi constant, and Ci andQi
the Wilson coefficients and operators, which depend on the energy scale of the mass of the b-
quark µ = mb. In this formulation, theWilson coefficients comprise perturbatively calculable
non-local contributions, while the operators describe the local quark-level contributions.
This factorisation allows to determine and overconstrain the quark-level contributions from
multiple measurements with different decay modes. The relevant operators contributing to

5



2 Rare decays in the StandardModel and beyond

b→ sℓ+ℓ− and b→ dℓ+ℓ− transitions are depicted in the Feynman diagrams in Fig. 2.2.
They comprise vector (Q9), axial-vector (Q10) transitions and photon radiation (Q7).

In recent measurements of b→ sℓ+ℓ− processes, in particular differential branching frac-
tions [37–40], angular distributions [41–44] and lepton-flavour universality ratios [7–9,
45–47], deviations from the SM are measured. While each of the deviations is insignificant
by itself, in global fits of Wilson coefficients they show a clear shift to lower values of Cµµ9
with respect to the SM [10–14] 1 as shown in Fig. 2.3. Also a small shift in theWilson coef-
ficient Cµµ10 is seen, whose size varies in the global fits depending on howmany observables
are included and on whether non-SM effects are allowed in the calculation of meson mixing
processes. Moreover they suggest a non-universal coupling of leptons, as also indicated by
lepton-universality ratiomeasurements in charged current b → cℓν decays (for a combination
of those measurements, see Ref. [49]). Especially important in the context of this thesis, the
measurements of the lepton-flavour universality ratio RK+ = B+→K+µ+µ−

B+→K+e+e− and the similar
RK∗0 = B0→K∗0µ+µ−

B0→K∗0e+e− measurements hint at different interactions of electrons and muons in
electroweak b-hadron decays. This contrasts against othermeasurements of weak interactions,
like Z0 → ℓ+ℓ− decays, where the interactions of electrons and muons have been tested to
be similar at great precision [21].

Many possibilities of interactions beyond the SM have been proposed to account for the
observed deviations (for a detailed review see e.g.Ref. [36]). Among them themost prominent
ones include heavy newmediator particles like Z′ bosons and leptoquarks (those allow the
transition from quarks to leptons), as well as additional Higgs-like particles. These models
have in common that they introduce on the one hand “tree-level” FCNC interactions and
on the other hand they allow interactions that are lepton-flavour violating. Therefore, they
imply altered rates in purely leptonic b→ sℓ+ℓ− decays and sizeable rates of decays including
lepton-flavour violation. The following sections give an overview of the state-of-the-art SM
calculations for the decays studied in this thesis and predictions with proposed NPmodels,
as well as the experimental status without including the results obtained in this thesis.

2.1 Lepton-flavour violating B+→ K+µ±e∓ decays

The decaysB+→ K+µ±e∓ are not allowed in the SMbecause they would require a transition
from electrons tomuons. Bymeans of neutrinomixing lepton-flavour violating decays can be
achieved through loopprocesses, however the rates areO(10−40) and therefore negligible [50].
Thus the observation of charged lepton-flavour violating decays would be an unambiguous
sign for NP processes.

1Refs. [10, 48] include also the latest update of the angular analysis of B0 → K∗0µ+µ− with the LHCb
experiment [41]
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Figure 2.3: Global fits of b→ sℓ+ℓ− processes toWilson coefficients from (left) Refs. [11]
and (right) [10], displayed in the Cµµ9 − Cµµ10 plane (though the notations are different, they
are equivalent inmeaning). The coordinate systems are defined such that the SMprediction
corresponds to (0, 0). The left plot does not contain the latest update of the angular analysis
of B0 → K∗0µ+µ− [41]. In that plot, blue contours correspond to combinations from
lepton-universality ratio measurements and the yellow contours to all other observables,
while the red contours show the full combination. The dashed lines indicate the results
excluding the most recent measurements of lepton-universality ratios [8,45,46]. The right
plot shows combinations split by several experiments. The total combination is shown
in blue and given with 1σ , 2σ and 3σ contours. While both combinations show a clear
shift in Cµµ9 with respect to the SM, in Cµµ10 also a small shift is visible in the left plot when
requiring that meson-mixing processes are not affected by NP processes.
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2 Rare decays in the StandardModel and beyond

Indeed, already from a naive point of view it is rather natural that charged lepton-flavour
violating processes should exist, since transitions between neutral lepton flavours have also
been observed, as have transitions between different quark flavours. Concerning flavour
transitions, charged leptons have therefore a unique role, for which there is no explanation.
Furthermore, if the measurements indicating different couplings of electrons and muons are
confirmed, this is necessarily associated with transitions between charged lepton flavours [15].
In fact, most models proposed to solve the b→ sℓ+ℓ− anomalies, particularly the devia-
tions from the SM in lepton-universality ratios, come with sizeable branching fractions of
lepton-flavour violating decays. For example models involving leptoquarks propose branch-
ing fractions of B+ → K+µ±e∓ decays in the range ofO(10−10 − 10−8) [51–53], while
additional heavy neutral bosons could also enhance the branching fractions up to the level of
O(10−8) [54]. More precisely, they connect the B+→ K+µ±e∓ branching fractions to the
anomalies seen in b→ sℓ+ℓ− transitions for example via [51]

B(B+→ K+µ±e∓) = (31± 4)× 10−9

[(
Cee9
γ

)2

+
(
γCµµ9

)2] (2.3)

with a parameter γ that governs the relative strength of leptoquark couplings to electrons
and muons or via [52, 53]

B(B+→ K+µ±e∓) = 3× 10−8κ2
(
1− RK+

0.23

)2

(2.4)

with a strength parameter κ ≈ O(1).
In a different approach, the b → sℓ+ℓ− anomalies could be explained by introducing a
significant charged-lepton mixing similar to the mixing found in neutrinos, which would
enhance the B+→ K+µ±e∓ branching fractions up to 1.8× 10−9 [55, 56]. The various NP
models are illustrated with possible diagrams of B+→ K+µ±e∓ decays in Fig. 2.4.

The predictions from the various NP scenarios quoted above are close to the experimen-
tal upper limit on the branching fractions B of these decays determined with the BaBar
experiment [57]:

B(B+→ K+µ−e+) < 9.1× 10−8 at 90 % CL and
B(B+→ K+µ+e−) < 13× 10−8 at 90 % CL.

Therefore the search for B+→ K+µ±e∓ decays has a high potential to strongly constrain
these NP scenarios.

2.2 B0
(s)→ ℓ+ℓ− decays

The rates of B0
(s)→ ℓ+ℓ− decays are suppressed bym2

ℓ due to chirality requirements, as they
can only proceed via the weak interaction. Additionally these decays are suppressed by the

8
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Figure 2.4: Potential processes contributing to B+→ K+µ±e∓ decays according to several
NP scenarios. The left diagram describes the decays by introducing a leptoquark LQ that
couples to leptons and quarks at the same time. The central diagram instead proposes an
FCNC via a heavy neutral Z′ boson that has lepton-flavour violating couplings. The right
diagram accomodates the decays with neutrino mixing, indicated with the×. A similar
diagram can be obtained by moving the mixing process to one of the charged leptons.
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Figure 2.5:Dominant SMprocesses contributing to the branching fractions ofB0
(s)→ ℓ+ℓ−

decays. The quark q can be an s- or a d-quark.

CKM-factor
∣∣∣VtbV ∗

t(d,s)

∣∣∣2, because they include FCNC’s and can therefore only proceed via
loop processes. Due to this strong suppression in the SM, changes due to NP processes could
have a large impact.

Due to the purely leptonic final state, branching fractions of B0
(s)→ ℓ+ℓ− decays can be very

cleanly computed. The dominantly contributing SM processes are depicted in Fig. 2.5.

In the effective field theory formalism, the branching fractionsB(B0
(s)→ ℓ+ℓ−)with ℓ = e, µ

take the simple form [58, 59] of

B = τ∗B0
(s)

G2
Fα2em
16π2

f 2B0
(s)
m2

ℓmB0
(s)

√√√√1−
4m2

ℓ
m2

B0
(s)

∣∣VtbV
∗
t(d,s)
∣∣2 ∣∣CSM

10

∣∣2 (|P|2 + |S|2
)
, (2.5)

where

τ∗B0
(s)
=

1 +A∆Γys,d
1− y2s,d

τB0
(s)

(2.6)

with the electromagnetic coupling constant αem and the B0
(s) meson decay constant fB0

(s)
, the

average B0
(s) lifetime τB0

(s)
and the relative decay width difference ys,d = ∆Γs,d/(2Γs,d) of

9



2 Rare decays in the StandardModel and beyond

the heavy and the light eigenstate of the B0
(s) meson. In the SM, the CP asymmetry param-

eterA∆Γ = +1. The parameters P and S describe additional non-SM components to the
branching fractions from scalar and pseudoscalar currents with

P =
C10 − C ′

10

CSM
10

+
m2

B0
(s)

2mℓ

mb

mb +md,s

(
CP − C ′

P

CSM
10

)
, (2.7)

and

S =

√√√√1−
4m2

ℓ
m2

B0
(s)

m2
B0
(s)

2mℓ

mb

mb +md,s

(
CS − C ′

S

CSM
10

)
. (2.8)

Here, quark masses are described withmb andms and theWilson coefficients for scalar and
pseudoscalar currents are denoted with CS and CP . Also primed coefficients are introduced,
that express the right-handed counterparts of the Wilson coefficients. In the SM, CS and CP
and all right-handed currents vanish and therefore P = 1 and S = 0.

FromEqs. (2.5), (2.7) and (2.8) one sees that in the SMcalculations ofB0
(s)→ ℓ+ℓ− branching

fractions only C10 coefficients contribute and therefore the measurements of the branching
fraction ofB0

s → µ+µ− determine the precision of C10 in global fits of b→ sℓ+ℓ− decays [10–
14]. The current state-of-the-art predictions of the branching fractions ofB0

(s)→ ℓ+ℓ− decays
are [16]

B(B0
s → µ+µ−) = (3.66± 0.14)× 10−9, (2.9)

B(B0→ µ+µ−) = (1.03± 0.05)× 10−10, (2.10)
B(B0

s → e+e−) = (8.60± 0.36)× 10−14, and (2.11)
B(B0→ e+e−) = (2.41± 0.13)× 10−15. (2.12)

The predictions for the B0
(s)→ e+e− decays are obtained here by scaling the predictions for

B0
(s)→ µ+µ− [16] bym2

e /m2
µ [21] and neglecting the electromagnetic corrections discussed

in Ref. [16]. These corrections are expected to be of the orderO(1%), which is added as
systematic uncertainty to the prediction. However, the uncertainty on the SM predictions is
dominated by the knowledge of

∣∣∣VtbV ∗
t(d,s)

∣∣∣, which can be experimentally obtained with a
precision of 3.1%(4.6% for |VtbV ∗

td|) [60, 61], and the precision of the decay constant fB0(s) ,
which is determined from lattice QCD calculations [62].
An alternative prediction independent of fB0

(s)
and

∣∣∣VtbV ∗
t(d,s)

∣∣∣ can be obtained by relating the
B0
(s)→ ℓ+ℓ− branching fractions to the mass difference of the heavy and light eigenstate of

the Bmesons∆mB0
(s)
[63, 64]. The alternative prediction is in full agreement with the values

quoted above.

In scenarios of NP mechanisms beyond the SM, the branching fractions can be modified by
scalar and pseudoscalar operators. As can be seen in Eqs. (2.5), (2.7) and (2.8), in that case

10



2.2 B0(s)→ ℓ+ℓ− decays

the chirality suppression that leads to the dependence onm2
ℓ is completely lifted. That allows

large rate enhancements in models that introduce scalar and pseudoscalar currents. Typical
examples are models with multiple Higgs-like bosons such as the minimal supersymmetric
extension of the SM [65–67]. Alternatively also models with Leptoquarks can lead either to
an enhancement or a suppression of the branching fractions [17]. It can be shown that by
adding scalar or pseudoscalar operators to Eq. (2.5), which account for the anomalies seen
in b→ sℓ+ℓ− measurements, the branching fractions of B0

(s)→ e+e− decays can be sizeably
enhanced up to the level ofO(10−8) for B(B0

s → e+e−) andO(10−10) for B(B0→ e+e−),
while the branching fractions of B0

(s) → µ+µ− do not change much [68]. Furthermore,
without adding scalar or pseudoscalar operators, theWilson coeffient C10 could be altered
with respect to the SM or a right-handed component C ′

10 could exist, which is forbidden in
the weak interaction of the SM. These variations could be introduced by an additional heavy
neutral vector bosonZ′ [69,70]. As the space of potential contributions beyond the SM is vast,
often the proposed models are constrained by the minimal flavour violation hypothesis [71],
which requires that all flavour- andCP-violating effects are connected to the known structure
of quark mixing via the CKM-matrix. Under this hypothesis, the same effects in b→ sℓ+ℓ−
decays have to be present in b→ dℓ+ℓ− decays as well. Therefore the ratio of the branching
fractionsRµ+µ− = B(B0→ µ+µ−)/B(B0

s → µ+µ−) provides a powerful tool to test this
hypothesis. Using Eq. (2.5) and the inputs from Ref. [16], a prediction of

Rµ+µ− = 0.0281± 0.0016

is obtained.

Due to the sizeable decay with differences between the heavy and the light mass eigenstate of
the B0

s meson, the effective lifetime of the B0
s → µ+µ− decay τB0s→µ+µ− also yields access to

the CP structure of the decay via

τB0s→µ+µ− =
τB0s

1− ys
1 + 2A∆Γys + y2s

1 +A∆Γys
. (2.13)

This measurement can support disentangling whether potential contributions beyond the
SM come from a variation of C10 or additional scalar or pseudoscalar contributions [72].

The most precise single experiment measurements of the branching fractions of B0
(s)→ ℓ+ℓ−

decays excluding the measurements performed in the course of this thesis have been achieved
by the LHCb [73] and CDF [74] experiments and yield

B(B0
s → µ+µ−) = (3.0± 0.6+0.3

−0.2)× 10−9,
B(B0→ µ+µ−) < 3.4× 10−10 at 95 % CL,
B(B0

s → e+e−) < 2.8× 10−7 at 90 % CL, and
B(B0→ e+e−) < 8.3× 10−8 at 90 % CL.

11



2 Rare decays in the StandardModel and beyond

However, also the CMS [75] and ATLAS [76] experiments have performed similar mea-
surements of the B0

(s) → µ+µ− branching fractions, leading to combined measurements
of [77]

B(B0
s → µ+µ−) =

(
2.69+0.37

−0.35
)
× 10−9 and

B(B0→ µ+µ−) < 1.6(1.9)× 10−10 at 90(95)%CL.

Thus the branching fraction of B0
s → µ+µ− from the combined measurement is about 25%

below the SM expectation, while being consistent with it at about 2.1 standard deviations (σ).
With combining the results of the several experiments, also theRµ+µ− is measured to be

Rµ+µ− = 0.021+0.030
−0.025,

fully compatible with the SM.

The most precise single experiment measurement of the effective B0
s → µ+µ− lifetime

yields [73]

τB0s → µ+µ− = (2.04± 0.44± 0.05) ps,

with the combination of the CMS and LHCb results [77] being

τB0s → µ+µ− = (1.91+0.37
−0.35) ps.

Though the results are not precise enough for a clear statement, it is striking to note that they
match very well the anomalies seen in other decays with b→ sℓ+ℓ− transitions that have been
discussed above. It is therefore very important to improve the precision of the B0

(s)→ µ+µ−

branching fractions and theB0
s → µ+µ− lifetimewithmore data to further clarify this picture.

The upper limits on B0
(s)→ e+e− decays set with the CDF experiment [74] are close to the

region allowed by NP considerations [68]. Therefore an improvement of the upper limits
has great potential of constraining those scenarios.

12



3 Methods to obtain confidence intervals

and upper limits

This chapter reviews the methods to obtain limits and confidence intervals on parameters of
interest that have been implemented in the GammaCombo framework [78, 79] and used in
the analyses discussed in this thesis.

3.1 Definition of confidence intervals and limits

A confidence interval of a parameter in its frequentist definition is called an interval that
contains the true value of the parameter at a given fraction, which is called confidence level
(CL). That means for infinite repetitions of similar statistically independent experiments
the fraction of confidence intervals containing the true value of the parameter equals the
CL. In general this confidence interval can have upper and lower limits. But in cases, where
measurements are expected to be close to a physical boundary, typically only upper (or lower)
limits are quoted. The upper limit at a given CL is then defined as such that the fraction of
limits being larger than the true value of the parameter of interest matches the CL. A typical
example in High Energy Physics is the search for rare decays where often no signal is expected
to be seen.
Many methods have been proposed to determine confidence intervals. To which extent the
fraction of confidence intervals containing the true value of the parameter of interest matches
the CL for a givenmethod is called coverage.Methods, where the fraction containing the true
value matches the CL have coverage, while methods, where the fraction is lower have under-
coverage. On the other hand methods with a fraction higher than the CL have over-coverage.
An optimal method has coverage, however, in practise (especially when the experiment
contains many parameters) this is often only reached asymptotically with increasing statistics
of the measurement, as described in many textbooks, e.g. Ref. [80] and also further discussed
in Section 3.4.

3.2 Statistical tests

To determine confidence intervals and limits, statistical tests are used to assess the compat-
ibility of a hypothetical value for the parameter of interest µ with the data. This section
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3 Methods to obtain confidence intervals and upper limits

reviews several test statistics proposed and discussed in [81]. The test statistics designed for
upper limits have been implemented in the GammaCombo framework in the course of this
thesis.

A powerful test statistic is the Likelihood Ratio

tµ = −2 ln
(
L(µ|x)
L(µ̂|x)

)
, (3.1)

where the likelihood of the data, given a hypothetical value µ of the parameter of interest,
L(µ|x), is normalised against the likelihood of the data given the best fitting value µ̂ for the
parameter of interest, L(µ̂|x). The data might be distributed according to yet a different
(true) value µ′. In the context of this thesis, the values µ, µ′, µ̂ are branching fractions of an
investigated decay. Assuming a large sample and the parameter estimates far frommathemati-
cal boundaries (i.e. Gaussian likelihoods) [82, 83], one can derive the distribution of the test
statistic tµ

f (tµ|µ′) =
1

2
√tµ

1√
2π

[
exp

(
−1

2

(√
tµ +

µ− µ′

σ

)2
)

+exp

(
−1

2

(√
tµ −

µ− µ′

σ

)2
)]

,

(3.2)

where the data are distributed according to the value µ′. The symbol σ denotes the standard
deviation of the best fitting parameter value µ̂. This simplifies for the case µ = µ′ to a
χ2-distribution with one degree of freedom

f (tµ|µ) =
1√
2π

1
√tµ

e−tµ/2. (3.3)

The test statistic tµ provides a natural ordering principle for hypotheses µ and is invariant
under monotonic transformations of µ (see e.g. [80]).

Often (especially in searches for rare decays) themeasurement is close to the physical boundary
µ > 0. To take that into account, it is not desirable to impose that boundary on a likelihood
fit, as that biases the measurement. Instead, an alternative test statistic

t̃µ =

−2 ln
(

L(µ|x)
L(µ̂|x)

)
µ̂ ≥ 0

−2 ln
(

L(µ|x)
L(0|x)

)
µ̂ < 0

(3.4)
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can be proposed, whose distribution can in the large sample limit be derived to the form of

f (̃tµ|µ′) =
1

2
√
t̃µ

1√
2π

exp

[
−1

2

(√
t̃µ +

µ− µ′

σ

)2
]

+


1

2
√
t̃µ

1√
2π exp

[
−1

2

(√
t̃µ − µ−µ′

σ

)2]
t̃µ ≤ µ2

σ2

1
(2µ/σ)

1√
2π exp

−1
2

(
t̃µ− µ2−2µµ′

σ2

)2

(2µ/σ)2

 t̃µ > µ2
σ2 .

(3.5)

This test statistic t̃µ is equivalent to the approach advertised by Feldman and Cousins [84],
which was designed to build a transition from confidence intervals to limits at low measured
hypotheses µ̂ that has coverage and avoids the decision, whether to quote a confidence interval
or an upper limit based a posteriori on the outcome of the measurement (the so-called
“flip-flopping” problem, which introduces under-coverage at the transition point between
confidence interval and limit).

In searches for rare decays, however, it is often expected that the measured branching fraction
will be compatiblewith zero and therefore one still a priori decides to determine anupper limit.
In these cases the lower limit of the confidence interval is defined to be zero and the two-sided
test statistics tµ and t̃µ can further be simplified to obtain the one-sided test statistics

qµ =

{
−2 ln

(
L(µ|x)
L(µ̂|x)

)
µ̂ ≤ µ

0 µ̂ > µ
(3.6)

and

q̃µ =


−2 ln

(
L(µ|x)
L(0|x)

)
µ̂ < 0

−2 ln
(

L(µ|x)
L(µ̂|x)

)
0 ≤ µ̂ ≤ µ

0 µ̂ > µ,

(3.7)

reasoning that only values for the parameter of interest larger than µ̂ can contribute to the
upper limit. The approximate test statistic distributions in the large sample limit are then

f (qµ|µ′) = Φ

(
µ′ − µ
σ

)
δ(qµ) +

1

2
√qµ

1√
2π

exp

[
−1

2

(
√qµ −

µ− µ′

σ

)2
]

(3.8)
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and

f (q̃µ|µ′) = Φ

(
µ′ − µ
σ

)
δ(q̃µ)

+


1

2
√
q̃µ

1√
2π exp

[
−1

2

(√
q̃µ − µ−µ′

σ

)2]
0 < q̃µ ≤ µ2/σ2

1
2µ/σ

1√
2π exp

[
−1

2

(
(q̃µ+µ2/σ2)2

(2µ/σ)2

)2]
q̃µ > µ2/σ2.

(3.9)

From the test statistic distributions Eqs. (3.2), (3.5), (3.7) and (3.9) the compatibility of the
hypothesis and the data can be extracted as the p-value

pµ =
∞∫

qobs

f (qµ|µ′)dqµ, or (3.10)

pµ =
∞∫

tobs

f (tµ|µ′)dtµ, (3.11)

depending on the test statistics used. If the p-value lies below the threshold 1− CL, the test
is failed and the hypothesis is rejected. A confidence interval at a given CL then contains all
hypotheses with pµ > 1− CL.

Calculating the p-values with the analytical test statistic distributions derived above is only
approximately correct in the limit of large samples. Alternatively, the test statistic distributions
can be sampled using pseudo experiments. This allows to remove the reliance on the large
sample limit and yields a method that (in the absence of other parameters than the parameter
of interest) has coverage by definition. However, often the large sample assumption is already
a very good approximation, even with event counts ofNobs = 10 in the measurement, as was
e.g. studied in a bachelor thesis [85].

A comparison of the tests statistic distributions is shown in Fig. 3.1. The distributions are
obtained with pseudo experiments for an example case, where the investigated value µ of the
parameter of interest is close to the physical boundary in the region 0 < µ < µ̂. In that region
a clear difference between the test statistic distributions is visible. The one-sided test statistics
qµ and q̃µ have a delta peak at zero, corresponding to about 50% of the sample. This leads to
the effect that an upper limit at 95 % CL using the one-sided test statistics equals an upper
limit at 90 % CL using the two-sided test statistic. The test statistics t̃µ and q̃µ have lower
test statistic values with respect to tµ and qµ, because the fit for the best fitting parameter
value µ̂ is repeated once µ̂ is outside the physical boundary fixing µ̂ to the closest physical
boundary, leading to a decrease in the likelihood ratio. Thus also the p-values close to the
physical boundary shrinks. These effects are clearly visible in Fig. 3.2, where the p-value
distributions of the discussed methods are shown.
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Test Statistic Value
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Figure 3.1: Distributions of the studied test statistics for an example case with µ = µ′ < µ̂
close to the physical boundary µ̂ > 0. The one-sided test statistic distributions show the
expected delta peak at 0. The test statistics t̃ and q̃ have lower test statistic value compared
to t and q due to taking into account the physical boundary.
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Figure 3.2: P-value distributions of an example case for the one- (right) and two-sided (left)
test statistic. In the one-sided test statistic case the p-values have the default value of 0.5 (or
1.0) for µ < µ̂ (µ ≡ B(B0 → X)). The points indicate the values for the test statistics q̃ and
t̃, computed with pseudo experiments, and the shaded areas indicate q and t, computed
from the asymptotic formulae. While q̃ and q show no difference, because µ̂ is away from
the physical boundary, close to the physical boundary a strong difference can be seen
between t̃ and t.
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Figure 3.3: Test statistic distribution examples for the example case, at a tested value of
the parameter of interest far away from the background-only hypothesis (i.e. µ >> 0),
where the qs+b (blue) and qb (red) distributions are different. The CLs+b (CLb) values are
computed by calculating the fraction of the blue (red) distribution right of the measured
value in data.

3.3 The CLS method

When determining upper limits on signal rates where also background is present, themethods
discussed in the previous section to obtain upper limits can lead to unintuitive behaviours:
consider two experiments with the same signal sensitivity, but different expected background
levelNbkg. If now due to fluctuations both experiments observe the same amount of events
Nobs = Nsig + Nbkg, they will set different upper limits on the signal yield Nsig, where
the stronger limit comes from the experiment with weaker background control (higher
background level).
While this effect is a valid behaviour from the statistical point of view, it shows that the tests
defined in the previous section allow to set limits rather on a signal plus backgroundhypothesis
than on the signal rate alone. However, typically the physical quantity of interest is only the
signal rate, not the background level. Therefore the CLS method was proposed in Ref. [86],
which normalises the p-value of the signal plus background hypothesis CLs+b = pµ(µ′ = µ)
from Eq. (3.10) to the compatibility of the tested hypothesis with background-only data
CLb = pµ(µ′ = 0) to

CLS =
CLs+b
CLb

. (3.12)

An illustration of the computation of the CLs+b and CLb values is given in Fig. 3.3. With
the CLS technique, the sensitivity of the experiment to differentiate signal plus background
hypotheses from the background-only hypothesis is taken into account, removing the non-
physical behaviourdescribed above.While from the considerations above the valueCLs+b is de-
signed tohave coverage in the parameter of interest,CLSwill thenover-cover, as0 ≤ CLb ≤ 1,
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Figure 3.4: The left diagram shows p-value distributions for the test statistic q (dark shaded),
the method using the test statistic q̃ (points) and the CLS method for both test statistics
(light shaded, boxes). The shaded distributions are computed with asymptotic formulae,
while the ones indicated with points are calculated with pseudo experiments. On the right
side theCLb value distributions for the q̃method are shown. The CLS method shows only
a small correction to the CLs+b p-values. The plateau in the CLS and CLb distributions
in the left part of the diagrams for the methods with pseudo experiments occurs because
the test statistic gives only trivial values (q̃µ = 0) there and therefore the p-value is set to 1.
However, asymptotically (as shown here) the asymptotic methods and the methods from
pseudo experiments match perfectly for all values above the best fit, i.e. µ > µ̂.

and thus set a more conservative limit than described by the confidence level. However, in the
limit that the test allows a clear separation between signal plus background and background-
only hypotheses, the CLb values will be 1, effectively yielding CLS ≈ CLs+b. The effect of the
CLS method on the previously used example is shown in Fig. 3.4, where the one-sided test
statistic is used. As the data show an upwards fluctuationwith respect to the background-only
hypothesis µ = 0, only a small correction from the CLS method compared to the CLs+b
values is found. The stronger the downward fluctuation of the data is, the stronger the cor-
rections from the CLb values are. Often the observed CLS-value distributions are compared
to the background-only expectation, as shown in Fig. 3.5. This is constructed by determining
many CLS-value distributions with background-only pseudo experiments. The 2.5%, 16%,
50%, 84%, and 97.5% quantiles are calculated at each scan point that define the expected
CLS-value (median) and the 1σ and 2σ bands.

Definition of the CLS method for the search for B+→ K+µ±e∓:

In intermediate implementations of the CLS method in the GammaCombo frame-
work [87] a slightly different definition of the CLb value was used with respect to the
one given above. Instead of the hypothesis dependent definitionCLb = pµ(µ′ = 0), the
value was set to CLb = pµ(µ = µ′ = 0), being constant over the full scan range. This
definitionwas used in the determination of the upper limits onB(B+→ K+µ±e∓) [88]
with the CLS method using the one-sided test statistic qµ,Eq. (3.6). However, it can
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Figure 3.5: CLS value distributions for the example case using the test statistic q̃. The
expected curve (red line) describes themedian of background-only pseudo experiments and
the shaded 1σ (2σ) bands contain 68% (95.5%) of background-only pseudo experiments.
The observed line is plotted only above the best fitting value for the parameter of interest
as the test statistic is defined to be nonzero only in that region.

be shown with the derivations made in Ref. [81] that for the range µ > µ̂, where the
upper limit is computed, the approximate CLb values are the same as for the test statistic
distributions discussed in this chapter.

3.4 Treatment of nuisance parameters

When measuring parameters of interest, these can often only be determined in a fit together
with other parameters, which are called nuisance parameters. E.g. to obtain branching frac-
tions, the simplest form of a realistic measurement is given as the fit of a measured event
countNobs with the formula

Nobs = Nsig +Nbkg =
B
α
+Nbkg,

where the signal yieldNsig is expressed by the branching fraction B and a normalisation con-
stant α. In this fit typicallyNbkg and α are floating parameters that are Gaussian constrained.
As the nuisance parameters are usually correlated to the parameters of interest, they have to
be considered carefully also in the determination of confidence intervals of the parameter
of interest. In general, in the presence of nuisance parameters correlated with the parameter
of interest, coverage can only be approximated and cannot be guaranteed anymore. This
is because there is no perfect method to project the multidimensional confidence region
spanned by all parameters of the fit onto the parameters of interest.
One approach often used and implemented in the GammaCombo framework [79] to project
the nuisance parameter space to the parameter of interest is profiling over the likelihood. The
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likelihood at a given value of the parameter of interest is evaluated by refitting all nuisance
parameters. Correspondingly, when pseudo experiments are generated to determine the test
statistics distribution at a given value of the parameter of interest, the nuisance parameters
are set to the values obtained from the profiled fit. Often the nuisance parameters are Gaus-
sian constrained to values determined externally. In this case also new constraint values are
generated according to their Gaussian probability density function for each pseudo experi-
ment. This approach is usually called the Pluginmethod and can be shown to have coverage
approximately [89, 90]. If nuisance parameters are close to the physical boundary, a similar
approach can be followed as introduced for the test statistics t̃µ (3.4) and q̃µ (3.7): if the free
fit goes beyond the physical range of a parameter, it is repeated by fixing the parameter to the
boundary value closest to the free fit result. However, in the general case the test statistic dis-
tribution for this approach cannot be derived analytically anymore and has to be determined
from pseudo experiments.

3.5 Sideband subtraction vs. shape-based method

When searching for unobserved decays and setting limits on their branching fractions, two
approaches can be chosen to obtain the observed signal yield. One approach is defining a
signal window and calculating the signal yieldNsig asNsig = Nobs −Nbkg by counting the
number of candidates observed in the signal window Nobs and subtracting the expected
number of background candidates in the signal windowNbkg. This approach is often referred
to as “sideband subtraction”. A likelihood of this approach could be defined as

L(B, α, Nbkg) = P(Nobs|
B
α
+Nbkg)× G(αmeas|α, σα)× G(Nbkg,meas|Nbkg, σbkg). (3.13)

withP indicating a Poisson distribution and G a Gaussian distribution. The signal yieldNsig
is expressed as B/α and the normalisation constant α andNbkg are Gaussian constrained to
their measured values, the width of the Gaussian corresponding to the uncertainty of the
measured value.
In an alternative approach the signal yield is determined from a fit to a discriminating variable
(most often the mass distribution), where the shape of the signal is known. For distinction
this method is called “shape-based method” in this thesis. The sideband subtraction has the
advantages of being less dependent on the shape of the signal (it only needs the fraction of
the signal distribution covered by the signal region) and yielding a more stable fit, as it does
not require a full description of the discriminating variable. It is sufficient to describe the
background in the control regions such that it can be interpolated into the signal region.
However, the shape-based method uses the full distribution of the data (especially in the
signal region), thus taking into account more information than the sideband subtraction.
Therefore it should in general yield amore precisemeasurement and therefore a smaller upper
limit.
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3 Methods to obtain confidence intervals and upper limits

For the search for B+ → K+µ±e∓ [88] the two approaches have been compared for the
determination of an expected upper limit using the test statistic tµ from (3.1) with the Gam-
maCombo framework [87]. Expected upper limits at 90 % CL have been determined for the
sideband subtraction to

B(B+→ K+µ+e−) < 6.7× 10−9

B(B+→ K+µ−e+) < 12.9× 10−9

B(B+→ K+µ±e∓) < 11.2× 10−9

and for the shape-based method to

B(B+→ K+µ+e−) < 6.9× 10−9

B(B+→ K+µ−e+) < 10.2× 10−9

B(B+→ K+µ±e∓) < 9.0× 10−9.

While the expected upper limit on the B+ → K+µ+e− branching fraction remains un-
changed, a limit reduction is found with the shape-based method for the B+ → K+µ−e+
decay. The reason for this different behaviour lies in the amount of background events ex-
pected in the signal region for the two decays (see Section 5.8). While for the B+→ K+µ+e−
decay about 4 events are expected, for the B+→ K+µ−e+ decay only one event is predicted.
Therefore in the search for the B+ → K+µ−e+ decay the mass distribution of the back-
ground fluctuations is muchmore relevant leading to a better sensitivity with the shape-based
method.

As the signal mass shapes of the decays depend mainly on the detector resolution and are
therefore well known, all analyses described in this thesis use the shape-based method.
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4 The LHCb experiment at the LHC

The data analysed in this thesis are collected by the Large Hadron Collider Beauty (LHCb)
experiment [91], which is one of the four main experiments at the Large Hadron Collider
(LHC) [92]. The LHC is a circular accelerator with a circumference of 26.7 km, about 100m
below the surface, operated by the European Organization for Nuclear Research (CERN). It
accelerates protons to collide them at centre-of-mass energies of 7 TeV (in 2011), 8 TeV (in
2012) and 13 TeV (2015–2018)with the aid of a systemof linear and circular pre-accelerators.
Part of its run time each year is also reserved for acceleration and collision of lead-ions and
other ions.Theprotons are organised in 2808bunches ofO(1011)protons and are accelerated
into opposite directions so that they collide at four crossing points at a rate of 40MHz. The
products of the proton-proton (pp) collisions at the four crossing points are measured by
the ATLAS [93], ALICE [94], CMS [95] and LHCb [91] experiments. The ATLAS and
CMS experiments are designed as general purpose detectors to study the mechanism of
electroweak symmetry breaking via the Higgs mechanism [32–34], top quark properties
and to search for new elementary and mediator particles, while the ALICE experiment
focuses on studying strong interaction effects at high energy densities and temperature in
lead-lead and other nucleus-nucleus collisions. The LHCb experiment plays a special role in
performing precision measurements of B- andD-meson properties, which are produced in
copious amounts at the LHC. Therefore, while the ATLAS and CMS experiments aimed at
peak instantaneous luminosities ofL = 1× 1034 cm s−1 with a large variation throughout
the data taking and up to 40 collisions per bunch crossing, the LHCb experiment chose a
luminosity ofL = 4× 1032 cm s−1 with only about 1 collision per bunch crossing in favour
of more stable data taking conditions and a lower detector occupancy. Indeed, owing to the
excellent performance of the trigger and reconstruction system, this is even twice the design
luminosity [96].

In the years 2013–2015 the LHCwas shut down for maintenance work, which was also used
to optimise the data taking strategies of the experiments. Thus the data collected by the LHC
experiments are conveniently divided into Run 1 (2011–2012) and Run 2 (2015–2018).
Since the end of 2018 the LHC is undergoing a major upgrade with the aim to provide
even higher instantaneous luminosities for all experiments, which is supposed to result in
L = 2× 1033 cm s−1 for the LHCb experiment [97]. At the same time the LHCb and
ALICE experiments are upgraded [97, 98] to cope with the higher data rates. Resumption of
data taking with the upgraded accelerator and experiments is foreseen at the end of 2021 or
beginning of 2022.
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4 The LHCb experiment at the LHC

Table 4.1: Data sets used in the analyses reported in this thesis. The total b-hadron yield is
calculated with themeasured cross-sections [99–101] and quoted as a cumulative number.

2011 2012 2015 2016 2017 2018
√
s [TeV] 7 8 13 13 13 13

L [fb−1] 1.11 2.08 0.33 1.67 1.71 2.19

total b-hadron yield×1012 0.6 1.9 2.2 3.9 5.6 7.7

The analyses performed during this thesis are based on different subsets of the data collected
with the LHCb experiment. The search for the decays B+→ K+µ±e∓ has been performed
using data from the Run 1 of the LHC, collected in the years 2011 and 2012 collected at
centre-of-mass energies of

√
s = 7TeV and 8TeV. For the search for the decays B0

(s)→ e+e−
also data from 2015 and 2016 of Run 2 of the LHC, collected at a centre-of-mass energy of√
s = 13TeV are used. An overview of the data sets collected by the LHCb detector and

their sizes is given in Table 4.1. The data set size used for the search for B0
(s)→ e+e− is about

twice the size used for the search forB+→ K+µ±e∓, while the full LHCb data set containing
also data taken in 2017 and 2018 was used for the B0

(s)→ µ+µ− analysis and is again twice
the size used for the search for B0

(s)→ e+e− decays. All results obtained in this thesis are also
extrapolated to the full LHCb data set in Chapter 7.

4.1 The LHCb detector

The LHCb detector [91,96] is built as a single-arm forward spectrometer, as shown in Fig. 4.1
covering the pseudorapidity range of 2 < η < 5, where η = −ln [(θ/2)] and θ is the polar
angle between a particle’s momentum and the beam axis. This geometry is chosen because
of the physics goal to study B-mesons: at the LHC bb pairs in pp collisions are produced
highly boosted into the forward and backward direction with respect to the beam as shown
in Fig. 4.2. Thus covering the forward region in one of the two preferred directions yields
a high containment of about 27% of the produced bb pairs [102] while allowing a more
precise instrumentation than the general purpose detectors. The schematic view of the
LHCb detector in Fig. 4.1 shows the various subsystems, which are explained in the following
subsections. They can be divided into systems designed for the reconstruction of tracks, as
described in Section 4.1.1, and systems to allow distinguishing particle types, as discussed
in Section 4.1.2. Furthermore some of the subdetectors can be read out particularly fast to
provide information to the trigger system, which is described in Section 4.1.3.
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4.1 The LHCb detector

Figure 4.1: Schematic view of the LHCb detector with labels of all components as used in
the data taking periods Run 1 and Run 2 [91]. The z-axis is defined in the direction of the
clockwise rotating beam and the y-axis as the vertical axis, the non-bending direction of
the magnet. The interaction point of the pp collisions is displaced by 11.25m from the
centre of the cavern inside the Vertex Locator to make full use of the available space.
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Figure 4.2: Simulation of the distribution of bb-pairs for pp-collisions at a centre-of-mass
energy of 8 TeV with the LHCb acceptance region displayed in red [102]. The fraction
of bb-pairs inside the LHCb acceptance is practically independent of the centre-of-mass
energy in the range between 7 TeV and 14 TeV.
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4 The LHCb experiment at the LHC

4.1.1 The Tracking system

Charged particle tracks are reconstructed using the information from the Vertex Locator
(VELO), the Tracker Turicensis (TT) upstream and three tracking stations (T1–T3) down-
stream of a warm dipole magnet with an integrated field of 4Tm. The VELO [103] is the
detector closest to the interaction and is built to precisely measure primary vertices of pp
collisions and secondary vertices (SV) of the B- andD-meson decays. Therefore it is made of
21 half-disc siliconmodules either side of the beam axis that can bemoved as close as 7mm to
the beam. Each module consists of a layer of radial and a layer of angular silicon strip sensors,
providing excellent PV resolution of 13 µm in the x and y coordinates and 71 µm along the z
axis for a PV with 25 tracks. Another important parameter for the selection of particles that
decay displaced from the PV like Bmesons is the impact parameter (IP), which is the distance
of closest approach of a track to the PV. The IP resolution of a track depends dominantly on
its transverse momentum, pT, and is as good as 13 µm for asymptotically high pT. The TT is
made of silicon microstrip sensors, a technology that is also employed in the inner part of the
tracking stations (IT) downstream of the magnet. The outer region of the tracking stations
(OT) [104, 105] is instrumented as a drift-time detector by arrays of straw-tube modules,
where the straw tubes are filled with a gas mixture of Argon, CO2 and O2. Each tracking
station including the TT consists of four layers of straw tubes, organized in an x− u− v− x
structure, where the x layers are vertically aligned and the u and v layers are tilted by ∓5°
to allow a y resolution of the detector while facilitating the detector readout at the top and
bottom of the detector.

Together with the magnet that bends the tracks of charged particles, the tracking system
achieves a momentum resolution between 0.5% and 0.8%, leading to a mass resolution of
about 0.5%, and a track finding efficiency of about 96 % [96].

4.1.2 Particle identification detectors

Particle identification (PID) is pursued with the LHCb detector with three complementary
parts: a system of cherenkov detectors, a calorimeter system and a muon system.While the
cherenkov system is particularly important to distinguish different types of hadrons, the
calorimeters assist especially in separating electrons from hadrons and the muon system
provides a very efficient identification of muons.

The cherenkov system provides identification of charged particles with momenta between
2 and 100 GeV/c and is realised with two ring imaging cherenkov detectors (RICH1 and
RICH2) [106]. RICH1 is located upstream of the magnet and uses the cherenkov effect
in silica aerogel and C4F10 to identify particles in the momentum range of 2 to 60 GeV/c,
while RICH2, placed downstream of the magnet uses CF4 as a radiator and covers the higher
momenta from about 15 to 100 GeV/c. The cherenkov light cones emitted from charged
particles with a higher velocity than the speed of light in the radiator material have angles
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4.1 The LHCb detector

Momentum (GeV/c)

2

Figure 4.3: Cherenkov angle as a function of the particle’s momentum for the C4F10 radia-
tor of RICH1 [106]. A clear separation between bands from muons, pions, kaons and
protons is visble.However, at largemomenta and large cherenkov angles, the bands overlap,
indicating that a complementary RICH detector for higher momenta can enhance the
separation power significantly.

according to cos(θC) = c
nv with the refraction index n. The cones are reflected out of the

detector acceptance by a system of spherical and flat mirrors and are detected by hybrid
photon detectors. Together with the momentum information from the tracking system, the
cherenkov angle provides a clear separation between particle types, as can be seen in Fig. 4.3.
The silica aerogel in RICH1 was intended to provide particle identification for kaons below
the threshold of cherenkov light in C4F10. However due to the high track multiplicity in pp
collisions this ability was compromised by a low efficiency of the cherenkov angle reconstruc-
tion and therefore the aerogel was removed for Run 2 of the LHCb experiment [107].

Additional particle identification as well as energy and position measurement is provided
by the calorimeter system [108], which consists of a Scintillating Pad Detector (SPD), a
Preshower (PS), an electromagnetic calorimeter (ECAL), and a hadronic calorimeter (HCAL)
with alternating layers of active and absorbing material. The main purpose of the calorimeter
system is to discriminate photons from electrons and both from hadrons and to provide
fast transverse energy ET measurements of high energetic electrons, photons, and hadrons
to the trigger system. The detection approach in the calorimeters is similar for all parts by
measuring the scintillation light of charged particle showers in the active layers of scintillator
material and producing electromagnetic and hadronic showers in the absorber layers of lead
and iron. Electron showers are distinguished from high energy π0 particles by placing the
SPD and PS planes of rectangular scintillating pads at the entrance of the ECAL, separated
by a layer of lead. The ECAL consists of alternating layers of lead and scintillator material
with the aim of covering the full lengths of electromagnetic showers from high energetic
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photons and therefore has a total length of 25 radiation lengths. TheHCAL however is made
of alternating layers of iron as absorption material and scintillator tiles as active material with
a total thickness of 5.6 nuclear interaction lengths. It is thinner than the ECAL due to space
constraints and because a performant trigger decision on hadrons can be reached already
with only partly contained hadronic showers. Due to a strong track densitiy variation over
the surface of the calorimeters of about two orders of magnitude, the calorimeter system is
laterally segmented with three (two for the HCAL) regions of different cell sizes.

The detector is completed by a system of five rectangular muon stations M1–M5 [109],
which are instrumented by multi-wire proportional chambers and interleaved by iron ab-
sorbers leading to a thickness of 20 interaction lengths. The first station is placed before the
calorimeter system and uses the gas electron multiplier technology in the inner region due to
its better performance in radiation environment. While other particles are stopped by the
absorption layers in the calorimeters and the muon system, muons with a minimal momen-
tum of 6 GeV/c traverse the five muon stations. Thus the muon system provides excellent
separation of muons from other particles. With the lateral segmentation it also provides fast
pT measurements with an accuracy of about 20%, sufficient to allow a performant trigger on
high energy muons.

The information of the cherenkov detectors, the calorimeter system, and the muon system is
combined to provide particle identification variables in several ways [96]. On the one hand
analytical variables are created as the sum of log likelihood differences between the hypothesis
of a candidate to be of particle type X and the hypothesis to be a pion for each subsystem:

PIDX =
∑
system

∆lnLsystem(X − π). (4.1)

On the other hand the PID information of all subsystems is combined into a single probability
for a particle hypothesis using neural nets [110], which are often more powerful than the
likelihood-based approach. These are called ProbNNX throughout this thesis.

4.1.3 The trigger system of the LHCb experiment

Not all subdetectors can be read out at the bunch-crossing rate of 40MHz. Also saving
each event on tape would quickly exceed the available storage resources. Since not each
bunch-crossing event contains a pp collision with data relevant for the physics program of
LHCb, a trigger system is employed that reduces the data rate to 2–5 kHz in Run 1 [96, 111]
(≈ 12 kHz in Run 2 [112]), which can be saved for physics analysis. The focus for triggering
events is laid on processes involving B and D decays. The trigger system consists of a low
level hardware trigger (Level-0, L0) and a subsequent software based trigger (High-Level
Trigger, HLT). In the L0 trigger events involving electrons, hadrons, muons, and photons
with high pT and ET are saved at a rate of about 1MHz using fast information from the
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calorimeters and themuon system. A first preliminary reconstruction of tracks is applied only
afterwards. The HLT trigger is further divided into the HLT1 stage, which reduces the event
rate on the basis of preliminary reconstructed tracks and theHLT2 stage, which selects events
using fully reconstructed events. At the HLT1 stage, events are saved with tracks that have
a significant pT and are displaced from the PV as indicated by the IP, since these properties
distinguish particles from heavy flavour hadrons like B andDmesons from other particles.
The subsequent HLT2 trigger stage selects events based on their topology by searching e.g.
for track combinations that form a vertex displaced from the PV. The events that pass the
trigger requirements are reprocessed offline using full alignment information.

At the L0 level, the B+→ K+µ±e∓ and B0
(s)→ µ+µ− analyses discussed in this thesis rely

dominantly on the single muon and dimuon triggers that require a clear particle signature
corresponding to a high pT in the muon system. The B0

(s) → e+e− analysis instead relies
on electron and hadron triggers, which require a significant energy deposit in the ECAL
and HCAL. At the HLT1 and HLT2 stage the decays are dominantly selected by triggers
that identify good quality tracks displaced from the PV with high pT or triggers that re-
quire good quality two- and three-track vertices. The trigger decisions are evaluated with
multivariate methods. The exact requirements of the analyses are discussed in Section 5.2.2
and Appendix A.

4.2 Bremsstrahlung reconstruction at LHCb

The B0
(s) → e+e− and B+ → K+µ±e∓ analyses performed in this thesis involve the use of

electrons as final state particles. Electrons behave different from other charged particles in the
detector mainly due to their comparably low mass. They loose part of their energy due to
bremsstrahlung, dominantly in the detector material. On the one hand this leads to a worse
track resolution and track reconstruction efficiency compared to other particles. On the other
hand, if the bremsstrahlung emission occurs before the electron traverses themagnet, only the
momentum and energy of the electron after bremsstrahlung emission is measured due to the
bending of the electron direction in the magnet, thus biasing the kinematic measurements. If
however the electron emits bremsstrahlung after traversing the magnet, the photon direction
will be collinear to the electron direction and thus its energy deposit in the calorimeter will
be in the same cluster as the electron. Therefore these kinds of bremsstrahlung will not bias
the momentum and energy measurement.

Bremsstrahlung photons result in electromagnetic shower clusters in the calorimeter system.
If the measured energy deposit exceeds 75 MeV [113], those clusters can be reconstructed,
where the threshold is chosen as a balance of signal efficiency over the suppression of fake
clusters from random combinations of neighbouring clusters. This can be used to recover the
energy lost from bremsstrahlung emitted before traversing the magnet. The reconstructed
photon clusters can be reassociated to the electron tracks by searching photon clusters in an

29



4 The LHCb experiment at the LHC

VELO TT
ECALElectron track

Extrapolation from VELO

Search region for  
bremsstrahlung photons

Extrapolation from VELO + TT

γ

γ

Figure 4.4: Schematic view of the bremsstrahlung correction process from the top of the
detector adapted from Ref. [113]. The dashed lines indicate bremsstrahlung photons
emitted before and after traversing the magnet. The search window for bremsstrahlung
photons consistent with being emitted upstream of themagnet is defined by the two tracks
extrapolated to the ECAL from using VELO information only and from using VELO and
TT information. Photons emitted after the bending of the electron track in the magnet
are measured in the same calorimeter cluster as the electron.

area in the calorimeter that is constructed from the track that is extrapolated to theECALfrom
VELO information only and the track that is extrapolated from VELO and TT information.
This is schematically shown in Fig. 4.4. The 2σ interval of the combined uncertainty of the
extrapolation variation arising from the two extrapolations and the uncertainty from the po-
sition measurement of the photon cluster is defined as the search region for a bremsstrahlung
cluster. Adding the energy from the photon cluster and assuming its origin in the PV, the
photon momentum can be reconstructed and used to correct the electron 4-momentum.
With this procedure about half of the electrons can receive a bremsstrahlung correction,
significantly improving the momentum resolution and consequently the invariant masses of
combinations involving electrons. At the same time being able to associate a bremsstrahlung
photon cluster to a track supports the discrimination of electrons from other particles, as
only electrons emit a substantial amount of bremsstrahlung in the detector. Because of these
significant differences between the case of having bremsstrahlung correction applied or not,
the data in the B0

(s)→ e+e− analysis are evaluated in categories of bremsstrahlung categories:
either no electron has bremsstrahlung correction applied (category 0), one of the electrons
has bremsstrahlung correction applied (category 1) or both electrons have the correction
applied (category 2).
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4.3 Simulation at LHCb

The simulation of events in the LHCb detector is realised via a set ofMonte-Carlo generators,
governed by the Gauss framework [114]. Full pp collisions are simulated by the Pythia tool
[115] with an LHCb-specific configuration. For decays involving B+

c mesons that constitute
to a relevant background to the B0

(s)→ ℓ+ℓ− analyses performed in this thesis, the Bcvegpy
generator [116, 117] is used to generate the gg → B+

c + X process. With the EvtGen
package, decays of unstable particles are implemented [118], where final state radiation is
generated using Photos [119]. The interaction of generated particles with the detector is
modelled in the Geant4 toolkit [120, 121]. The detector response of the interactions is
then simulated using the Boole framework [122] and then reconstructed in the same way
as recorded data.

In general, the simulation set up in the described way describes the recorded data very well.
However, due to the limited computability of QCD interactions, the momentum spectra
of Bmesons and the underlying event separate from the studied signal decay are often not
perfectly described. Also the PID variables are often dependent on the data taking conditions,
which cannot perfectly be described in simulation. Therefore the simulation is adjusted to
data for each analysis, as discussed in Sections 5.3 and 6.2.
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5 B+→ K+µ±e∓ and B0
(s)→ e+e− – typical

searches for rare decays at LHCb

This chapter reviews the searches for B+→ K+µ±e∓ and B0
(s)→ e+e− decays, which lead to

the publications [88, 123]1. Since the general steps taken for both analyses are very similar
and typical examples for rare decays searches at LHCb, they are described together. The
analyses make use of the outcome of bachelor’s and master’s theses [124–128]. The search
for B+→ K+µ±e∓ has been carried out in a group of several analysts and is covered partially
in another PhD thesis [129]. Therefore the B+→ K+µ±e∓ part is kept brief in this chapter.
My main contribution to the analysis was the statistical interpretation of the result with the
methods described in Chapter 3. The search for B0

(s)→ e+e− decays was performed jointly
with one other PhD thesis [130], where the main focus of my work was on the normalisation,
the description of the background and the extraction of the final result. For simplicity, the
plots used to illustrate the different analysis steps discussed in this chapter are taken from the
B0
(s)→ e+e− analysis.

5.1 Analysis strategies

Searches for rare decays like the searches for B+→ K+µ±e∓ and B0
(s)→ e+e− typically follow

similar schemes. The data are selected with the aim to reject as much background as possible
while maintaining a high signal efficiency. The selection and its efficiency are determined
using simulated signal decays and data control regions. In searches for rare B decays the
reconstructed invariant Bmass is often used as main discriminating variable, in which the
signal, if existing, should show up as a peaking distribution at the nominalB-mesonmass [21].
To avoid experimenter’s bias, the signal region in the invariant Bmass containing most of
the potential signal candidates is removed from data while optimising the selection and only
added back once the selection is fixed. For the search for B+→ K+µ±e∓ this region contains
close to 100% of simulated B+ → K+µ±e∓ decays, while for B0

(s) → e+e− the fraction is
reduced to contain only 90% of simulated B0

s → e+e− decays due to their much worse mass
resolution. The regions outside the exclusion window serve as control regions that contain
only background and can therefore be used to tune the selection. In the upper mass sideband
1In publications of the LHCb collaboration, all≈ 1000 authors are listed alphabetically. Typically 2–3 authors
are highlighted as “contact authors”. I am one of the contact authors for both publications described in this
chapter.
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Table 5.1: Exclusion and side band regions used in the analyses discussed in this chapter.
The exclusion region for B0

(s) → e+e− decays is much broader due to the presence of
two electrons, which have a worse momentum resolution than other charged final state
particles.

m(K+e±µ∓) [MeV/c2] m(e+e−) [MeV/c2]

Exclusion region [4985, 5385] [4689, 5588]
upper side band [5385, 6000] [5588, 6566]
lower side band [4550, 4985] [4166, 4689]

of the exclusion region contributions from random track combinations, “combinatorial
background”, dominate, while in the lower mass sideband sizeable contributions from par-
tially reconstructed decays and decays involving misidentified particles are present. Thus it is
important to have access to both sidebands to control the background description, which
drives the choice of the exclusion window for the B0

(s)→ e+e− analysis. The exclusion and
side band regions used in the analyses described in this chapter are quoted in Table 5.1. To
largely cancel systematic effects in reconstruction and selection, the branching fractions are
measured relative to those of a decay with a large and precisely known branching fraction,
which has a similar topology and response in the detector. Thus, the branching fractions can
be extracted as

B(signal) = N (sig)
N (norm)

ε(norm)

ε(sig)
×
(
f(u,d,s)
fu

)−1

× B(norm)

≡ N (sig)× α = N (sig)× α′ ×
(
f(u,d,s)
fu

)−1

× B(norm),
(5.1)

with the observed signal and normalisation yieldsN (sig) andN (norm) and the efficiencies
ε(sig) and ε(norm), respectively. The normalisation branching fraction B(norm) and the
fragmentation fractions f(u,d,s) are external inputs to the analyses. Therefore it is useful to
determine additional to the normalisation factor α, which describes the single event sensi-
tivity of the search, a partial normalisation factor α′, that excludes all external inputs to the
measurement.

The analyses discussed in this chapter use the normalisation mode
B+→ K+J/ψ due to its abundance and precisely known branching fraction of
B(B+→ K+J/ψ ) = (1.010± 0.028)× 10−3, B(J/ψ → µ+µ−) = (5.961± 0.033)%
and B(J/ψ → e+e−) = (5.971± 0.032)%. The topology matches that of B+→ K+µ±e∓
and the usage of both B+→ K+J/ψ (→ µ+µ−) and B+→ K+J/ψ (→ e+e−) allows
to control the different behaviour of electrons and muons in the detector. The decay
B+ → K+J/ψ (→ e+e−) is suitable as a normalisation mode for B0

(s) → e+e− because it
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contains electrons in a similar kinematic range as the signal mode. The normalisation mode
is also used as a control channel to determine and correct for data-simulation differences.

As the data taking conditions differ significantly between Run 1 and Run 2 due to different
centre-of-mass energies and refined trigger algorithms, the analyses are performed split by
Run. Furthermore in the B0

(s)→ e+e− analysis the data are evaluated in categories of elec-
trons having bremsstrahlung correction applied, as this correction procedure strongly affects
electron kinematics and the invariant dielectron mass resolution.

The selection of signal candidates is performed in several steps: first a loose preselection
is applied consisting of an experiment-wide selection when reconstructing candidates and
further fiducial requirements and cuts to clean up the data set by removing unphysical
candidates. These requirements are described in Section 5.2. After applying the preselection
the control channel resonances are clearly visible in the data. Using the sPlot method [131],
the controlmodes are cleanedof background components in data and thus allowa comparison
between simulation and data and consequently a correction of imperfect distributions in
simulation. The methods and results are explained in Section 5.3. In a final selection step
multivariate classifiers are trained to remove predominantly combinatorial background. In the
search forB+→ K+µ±e∓ also an additionalmultivariate classifier is used to suppress partially
reconstructed decays. Furthermore stringent particle identification criteria are applied in both
analyses to suppress decays containingmisidentified particles. The approaches are reviewed in
Section 5.4. A summary of the efficiencies of the various selection steps applied in the searches
for the decays B+ → K+µ±e∓ and B0

(s) → e+e− is discussed in Section 5.5 and combined
with the yield in the normalisation mode to obtain the normalisation factors. The remaining
background contributions and their distributions are described in Section 5.6. Systematic
uncertainties evaluated for the efficiency and mass distribution estimation are reviewed in
Section 5.7 and the final results of the searches for B+→ K+µ±e∓ and B0

(s)→ e+e− decays
are discussed in Section 5.8.

5.2 Preselection

A loose preselection is applied in order to remove unphysical candidates with simple require-
ments while maintaining a high signal efficiency. This is achieved by applying cuts in the
experiment-wide preselection stage, where also signal candidates are formed, as discussed
in Section 5.2.1. A subset of trigger decisions is chosen that is well described in simulation
as discussed in Section 5.2.2. Furthermore, obvious backgrounds are removed and fiducial
requirements are placed to align the selection to calibration data as detailed in Section 5.2.3.
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5.2.1 Experiment-wide preselection

When combining signal decay candidates, an experiment-wide preselection is applied to
reduce the data set to a manageable size and reduce combinatorial background while keeping
the signal efficiency as high as possible. These selections are organised in sets of selections,
optimised for different types of analyses. The requirements of the different sets used for the
searches for B+→ K+µ±e∓ and B0

(s)→ e+e− are listed in Table 5.2. The selections comprise
requirements on track and vertex fit qualities, as well as minimal momenta on the final state
particles and the displacement of the decay vertex from the primary vertex. Thus they make
use of the fact that the B-meson has a significant lifetime and therefore flies a few centimetres
before decaying and is produced with sizeable momenta transverse to the beam axis (pT) due
to its high mass.

In detail the requirements on the hits in the SPD detector (nSPD) remove events with
high detector occupancy as they tend to have a worse event reconstruction. Require-
ments on the reconstructed meson massm and its difference with respect to the nominal
mass [21] |m−mPDG| allow to remove partially reconstructed backgrounds. The vertex
quality (χ2vtx/dof) and distance of closest approach between tracks (DOCA) is necessary to
reduce random track combinations. These can also efficiently be reduced by constraining the
angle between the vector from the primary vertex (PV) to the secondary B-decay vertex (SV)
and the B-momentum vector (DIRA). The flight distance significance χ2FD ensures that the
SV is displaced from the PV. A similar effect is achieved by requiring low χ2IP values on the B
candidates and high χ2IP values on the decay products. This variable is defined as the difference
in the χ2vtx of the PV fit with and without taking into account the considered candidate.
Thus the requirements constrain the B candidate to originate from the PV, while the decay
products originate from a displaced SV. Particle identification criteria (PIDe,K ) on electrons
and kaons are used to discriminate them against pions, which are produced abundantly in a
pp-collision. For muons it is sufficient to require a clear signature in the muon detectors with
the ISMUON criterion. The description of particle identification algorithms is not optimal
in simulation, therefore the particle identification criteria are removed from the selection in
simulation, calibrated on data as discussed in Section 5.3 and then applied to the samples.

The requirements do not differ much between the investigated decay modes, as the kinematic
regions of the final states are similar. However, they vary a bit between the selection sets
used for the analyses, as a similar effect can be achieved by either applying stringent vertex
requirements at loose kinematic cuts or vice versa.

The simulated samples contain not only the signal decays but also the remainder of the
event and are reconstructed in a similar way as recorded data. This leads to the effect that
in simulation random track combinations from the remainder of the event can occur and
particles can be swapped. Furthermore ghost tracks can be produced from hits in the detector
that originate from different tracks. Therefore algorithms are applied to match reconstructed
candidates to the true simulated decays and only correctly reconstructed decays (taking into
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5.2 Preselection

Table 5.2: Requirements on signal an normalisation candidates in the experiment-wide
preselection.

Particle Variable B+→ K+µ±e∓ B0
(s)→ e+e−

or event (B+→ K+J/ψ ) (B+→ K+J/ψ (→ e+e−))

Event nSPD < 600 –

B

|m−mPDG| < 1000 MeV/c2 < 1200 MeV/c2
(< 600 MeV/c2)

χ2vtx/dof < 9 < 9(< 45)
χ2FD wrt. PV > 100 > 225
χ2IP wrt. PV < 25 < 25

DIRAwrt. PV > 0.9995 > 0
DOCA – 0.3mm

K
pT > 400 MeV/c > 250 MeV/c
χ2IP > 9 > 25

PIDK > −5 –

e
pT > 300MeV/c > 250MeV/c

χ2IP wrt. PV > 9 > 25
PIDe > 0 > −2(2)

µ

pT > 300MeV –
χ2IP wrt.PV > 9 –
ISMUON True –

eµ pair m(eµ) > 100MeV –
χ2vtx(eµ)/dof < 9 –

J/ψ → µ+µ−

pT > 0MeV –
m < 5500MeV –

χ2vtx/dof < 9 –
χ2FD wrt. PV > 256 –
χ2IP wrt. PV > 0 –

J/ψ → e+e−

pT > 0 MeV –
m < 5500 MeV/c2 ∈ [2096, 4096] MeV/c2

χ2vtx/dof < 9 < 9
χ2FD wrt. PV > 256 > 169
χ2IP wrt. PV > 0 –

DIRA wrt. PV – > 0
DOCA – 0.3mm
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account that they might have lost a significant amount of unrecovered bremsstrahlung) are
retained.

5.2.2 Trigger selection

Only a subset of the available trigger decisions is chosen for the analyses. This facilitates the
calculation of trigger efficiencies, as some trigger decisions that are made specifically on the
remainder of the collision are not well modelled in simulation, thus potentially biasing the
efficiency calculation. Those are therefore avoided. Furthermore some trigger decisions allow
an event rate that is too high to be stored. Therefore only a fraction of those events is stored,
where the fration is defined by a prescaling factor. As the prescaling factor is not applied in
simulation and these trigger decisions have a small impact on the overall trigger efficiency,
also prescaled trigger decisions are mostly avoided. Only for the B+→ K+µ±e∓ analysis two
prescaled HLT2 lines, the SingleMuon and SingleMuonLowPT are accepted. The selected
trigger algorithms are listed in Table 5.3. The L0 algorithms trigger dominantly on high
energy signatures in the muon chambers and the electromagnetic calorimeter, while the HLT
1 algorithms use information on tracks in the event and dominantly trigger on tracks that
do not directly come from the PV, but instead a displaced vertex. The HLT 2 algorithms
make use of the fully reconstructed event and trigger mostly on the decay topology. The
trigger algorithms and their selections have been refined significantly between Run 1, 2015
and 2016-2018 to improve the performance [96, 112]. Therefore the selections are optimised
separately for these sets of years. Trigger decisions are made typically either due to the signal
decay (triggered on signal, TOS) or due to other decays in the event (triggered independent
of signal, TIS). Because the underlying event is not as well described in simulation as the
signal decay, the general strategy for the trigger selection is to choose as many TOS decisions
as possible, removing the prescaled ones. However, for the search for B0

(s)→ e+e− the use of
the L0Global TIS decision, a logical OR of all L0 TIS trigger decisions, adds a large fraction
(about 20%) of signal candidates. Therefore it is considered feasible to be also taken into
account. The efficiency of the selection is determined from data with a method described in
Section 5.5.1 to avoid the above mentioned biases from data-simulation differences.

5.2.3 Fiducial requirements and background-specific vetoes

In order to align the selection with calibration data, the kinematic distributions of the final
state particles and detector occupancy related variables are reduced to fiducial regions, thus
simplifying the particle identification calibration procedure. These requirements are listed in
Table 5.4. In the B+→ K+µ±e∓ analysis no requirements on the absolute momenta were
applied as those were not used for the calibration of the simulation.
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Table 5.3: Selected trigger algorithms. The algorithms and their selections vary signif-
icantly between Run 1, 2015 and 2016–2018 data taking periods. For the search
for B+→ K+µ±e∓ the trigger algorithms only used for selecting B+→ K+µ±e∓
and B+→ K+J/ψ (→ µ+µ−) are noted with a ∗ and the ones used only for
B+→ K+J/ψ (→ e+e−) are noted with ∗∗. If not otherwise specified, the algorithms are
selected if they are TOS. In the search forB+→ K+µ±e∓ the L0 selections are only applied
to the relevant leptons.

B+→ K+µ±e∓ Run 1

L0 (µ) L0Muon∗
(e) L0Electron∗∗

HLT 1 TrackAllL0
TrackMuon∗

HLT 2

Topo[2,3]BodyBBDT
TopoMu[2,3]BodyBBDT∗

SingleMuon∗
SingleMuonLowPT∗

B0
(s)→ e+e− Run 1 2015 2016

L0 L0Electron L0Electron L0Electron
L0Global(TIS) L0Global(TIS) L0Global(TIS)

HLT 1 TrackAllL0 TrackMVA TrackMVA
TrackPhoton

HLT 2 Topo2BodyBBDT Topo2Body TopoE2Body
TopoE2BodyBBDT TopoEE2Body
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Table 5.4: Fiducial requirements on signal an normalisation candidates to align with calibra-
tion data. The B+→ K+µ±e∓ analysis did not restrict the absolute particle momenta p,
as those were not used for calibration.

Particle or event Variable Run 1 Run 2

Event nSPD < 600 < 450

K pT > 250 MeV/c > 600 MeV/c
p > 2000 MeV/c > 2000 MeV/c

e pT > 500MeV/c > 500MeV/c
p > 3000 MeV/c > 3000 MeV/c

µ pT > 800MeV > 800MeV

The normalisation candidates are further selected with the requirements given in Table 5.5,
providing background-reduced normalisation samples to allow a stable fit of themass distribu-
tion. This fit will then be used to project out the pure signal distribution of the normalisation
samples with the sPlot method [131], thus providing a clean comparison between data and
simulation. The selection is made on the B+ and the J/ψ mass and analytical (PIDe) and
neural net based particle identification variables ProbNNX . A requirement on the B+ mass
mK+J/ψ using a decay tree fit yields a strong suppression of partially reconstructed background
decays like B0 → K∗0J/ψ . In this fit the B+ mass and momenta are refitted from the final
state particle tracks, constraining the J/ψ to its nominal mass [21].

Some further cuts are applied to the signal and normalisation samples in preparation of the
main selection viamultivariate classifierswith slightly different intentions: for theB0

(s)→ e+e−
analysis the cuts aim at removing nonphysical candidates and ghost candidates from com-
bining hits that belong not to the same track. Therefore loose requirements are applied
on the momenta of electron and B-meson candidates and on the ghost probability of the
electron tracks. Also candidates with unphysically high lifetimes are removed. The detailed
requirements are listed in Table 5.6.

In the B+→ K+µ±e∓ analysis a lot of background decays are present of which final state
particles are misidentified or only a subset of final state particles of the background decay
are selected, making the combination similar to the signal decay. One class of these dom-
inant backgrounds are decays involving charmonium resonances, such as J/ψ and ψ(2S),
which have a high branching fraction and decay with a high rate into µ+µ− or e+e− (e.g.
B+→ K+J/ψ (→ µ+µ−) or B+→ K+J/ψ (→ e+e−)). These decays can fake the signal de-
cay when at least one of the final state particles is misidentified. They can efficiently be
suppressed by vetoing a mass region around the charmoniummasses as listed in Table 5.7.
The differences in the particle masses are taken into account by assigning a different mass hy-
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Table 5.5: Additional requirements on the normalisation candidates to allow a clean fit
of the normalisation distributions. The values in brackets denote the slightly different
selection of B+→ K+J/ψ (→ e+e−) in the B+→ K+µ±e∓ analysis.

Particle Variable B+→ K+J/ψ (→ µ+µ−) B+→ K+J/ψ (→ e+e−)

B+ mK+ℓ+ℓ− [MeV/c2] [5180, 5700] [4880(4800), 5700]
mK+J/ψ [MeV/c2] > 5175(5150)

K ProbNNK > 0.2 > 0.2

e PIDe – – (> 3)

µ ProbNNµ > 0.2 –

J/ψ mℓ+ℓ− [MeV/c2] [3037, 3157] [2450, 3176]
([2600, 3300])

Table 5.6: Summary of offline selection cuts applied to the Bmeson and the electrons prior
to the training of the multivariate classifier for the B0

(s)→ e+e− analysis.

Particle cut

e±
probghost < 0.3
pT < 40 GeV/c
p < 500 GeV/c

B pT > 1 GeV/c
τ(B) < 9× τtrue(B0

s )
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pothesis for the assumed misidentification. Another class of dominant background processes
are decay chains involving semileptonicD0-meson decays like B− → D0(→ K−µ+νµ)e−νe,
which again have a large rate and can fake the signal, as the neutrinos are not reconstructed.
These backgrounds can be effectively reduced by requiring the kaon-lepton mass combina-
tions to be larger than the nominal D0-meson mass mK±ℓ∓ > 1885 MeV/c2. In addition
to these mass vetoes, moderate requirements on particle identification variables as listed in
Table 5.8 help further reducing backgrounds from decays with misidentified final states.
This is applied before the main selection with a multivariate analysis, as topologically very
signal-like decays with misidentified final states can appear in the background sample for the
training of the multivariate classifier and thus deteriorate its separation power.

Table 5.7: List of preselection vetoes against charmonium resonances J/ψ and ψ(2S).
All these vetoes are applied on the B+ → K+µ±e∓ signal channel (charge conjuga-
tion is implied). These vetoes are not applied to the normalisation and control modes
B+→ K+J/ψ (→ µ+µ−) and B+→ K+J/ψ (→ e+e−).

mass hypothesis mass region vetoed (MeV/c2)

K with µmass 3000 < mK−µ+ < 3200
3630 < mK−µ+ < 3740

e with µmass 2950 < me−µ+ < 3200
3630 < me−µ+ < 3740

K with emass 3000 < mK+e− < 3200
3630 < mK+e− < 3740

µwith emass 3000 < mµ+e− < 3200
3630 < mµ+e− < 3740

Table 5.8: Particle identification criteria applied to the signal and control channels in the
B+→ K+µ±e∓ analysis.

Particle Variable Cut

µ ProbNNµ > 0.2
K ProbNNK > 0.2
e PIDe > 3.0
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5.3 Data–simulation corrections

5.3 Data–simulation corrections

In general, the simulation used in LHCb analyses is capable to describe the data very well.
However, for some variables simulation cannot describe the data distributions perfectly due to
imprecise knowledge of all QCD-interactions occurring in a pp-collision, unclear phase space
distributions in decays involvingmultiple final states and due to computing limitations,which
prevent from simulating pp-collisions in full detail. To study the differences between data and
simulation, a clean data sample is necessary that does not contain any background. This is
achievedwith the sPlot technique briefly discussed in Section 5.3.1. Afterwards the simulated
samples are compared and reweighted to better match the data, as described in Section 5.3.2.
Particle identification variables are calibrated separately, as outlined in Section 5.3.3. The
calibrations are done at preselection level before strongMVA and PID selections are applied
to have the efficiencies as correct as possible. Trigger efficiencies are also determined from
data using the TISTOSmethod which is not discussed in this section, but summarised in
Section 5.5.1.

5.3.1 The sPlot technique

The sPlot technique [131] allows to project out single contributions from a data set by
the means of discriminating variables, where the contributions can be disentangled. In the
examples discussed in this thesis, the reconstructed B-meson invariant massm(Kℓ+ℓ−) of
the control modes B+→ K+J/ψ is used to describe the signal and background distributions
with a fit. This fit is then used to create orthogonal weights,“sWeights”, that project out the
signal distribution by subtracting all background contributions in control variables that are
independent from the discriminating variablem(Kℓ+ℓ−). While this procedure is solid for
B+→ K+J/ψ (→ µ+µ−) decays, in B+→ K+J/ψ (→ e+e−) decaysm(Ke+e−) is correlated
to the electron kinematics due to the presence of bremsstrahlung and could thus introduce a
bias. However, due to the very low background present in the normalisation samples (see
Fig. 5.1), the bias is considered negligible. But in the determination of PID efficiencies for
the B0

(s)→ e+e− analysis, where the same procedure is used on calibration data, instead of
applying the sPlotmethod for electron PID, the PID efficiencies are determined by fitting
the calibration data in bins of kinematic variables.

The fit function used to describe the mass distribution is a single exponential for the back-
ground from random track combinations and a combination of Crystal Ball functions [132]
describing the signal distribution. Other contributions are found to be negligible. In the
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B0
(s)→ e+e− analysis the data are described separately in each bremsstrahlung category with a

double sided Crystal Ball (CB) function as probability density function (PDF), defined as

PDF (m) =

{
Nsig

Nsig +Nbkg
× (f0 × [CB0(m; α0, α′0, n0, n

′
0, µ0, σ0)]

+f1 × [CB1(m; α1, α′1, n1, n
′
1, µ1, σ1)]

+f2 × [CB2(m; α2, α′2, n2, n
′
2, µ2, σ2)])

+
Nbkg

Nsig +Nbkg
×
(
Nexpeλm

)}
× P(Nsig +Nbkg|Ntotal),

whereNsig andNbkg are the signal and background yields, fx are the relative fractions of the
bremsstrahlung categories (required to sumup tounity) andCBx are theCrystal Ball functions
describing the bremsstrahlung categories (x ∈ {0; 1; 2}). The factor Nexp normalises the
integral of the exponential function to unity. The overall yield is constrained by a Poisson
termP to match the entries in data. As the fits for the extraction of B+→ K+J/ψ (→ e+e−),
displayed in Fig. 5.1 for the B0

(s) → e+e− analysis, show, the separation in bremsstrahlung
categories form(e+e−K+) is necessary as the mass distribution is vastly different depending
on whether bremsstrahlung corrections were applied to the electron candidates or not. Each
of the double-sided Crystal Ball functions is defined [132] as

CB(m; α, α′, n, n′, µ, σ) =

NCB ×



exp(− (m−µ)2
2σ2 ) , for m−µ

σ > −α
and m−µ

σ < α′(
n
|α|

)n
× exp (− α2

2
)× ( n

|α| − |α| − m−µ
σ ) , for m−µ

σ ≤ −α(
n′
|α′|

)n′
× exp (− (α′)2

2
)× ( n′

|α′| − |α′| − m−µ
σ ) , for m−µ

σ ≥ α′

(5.2)

with a normalisation factorNCB, ensuring that the integral of theCrystal Ball function is equal
to unity, the expectation value µ, the width of the Gaussian core σ , the constants α(′), which
define the transition point between Gaussian part and power law tails, and the parameters of
the power laws n(′). In the fits the tail parameters are determined from simulation, while the
width and mean of the Gaussian core are allowed to float in the fits to data.

For the fit to the B+→ K+J/ψ (→ µ+µ−)mode in the B+→ K+µ±e∓ analysis, a slightly
different model is chosen, consisting of the sum of two single-sided Crystal Ball functions (i.e.
only one power law tail to the left), where the mean and tail parameters are shared between
the two functions.
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Figure 5.1: Fits to the B+ → K+J/ψ (→ e+e−) mass distribution split by the four data-
taking years used in the B0

(s)→ e+e− analysis for the application of the sPlot technique.
The plots for 2011/2012 (left/right) are shown on the top, while the plots for 2015/2016
(left/right) are shown at the bottom. The fit function is composed of an exponential
function describing combinatorial background (denoted with “combinatorial”) and a
double-sided Crystal Ball function per bremsstrahlung category where bremsstrahlung
corrections have been added to none (“Brem 0”), one (“Brem 1”) or both (“Brem 2”) of
the electrons.
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5.3.2 Calibration of the simulation

Applying the sWeights to data, the simulation can be compared against a clean background-
subtracted data sample, as shown in Fig. 5.2 for the 2016 data set of the B0

(s)→ e+e− analysis.
There are few distributions, where data and simulation do not match well. Among them are
B-meson kinematic distributions, which occur because the b-hadronisation is known only
to limited precision due to soft-QCD effects. Further differences are found in variables that
are related to the underlying event. Those can be described by the number of tracks in the
event (nTracks) or the number of hits seen in the SPD detector (nSPDHits) and arise because
due to computing limitations the fragmentation processes in the pp collision cannot be fully
simulated. Also isolation variables like the CDF isolation (described in detail in Section 5.4.2)
are affected by the limitations described above, as they rely on the kinematic distributions of
the B-candidate and non-signal tracks in the event. In the B+→ K+µ±e∓ analysis also small
reconstruction mismodellings are considered by comparing the B+ χ2vtx, with however a very
small impact.

The differences between data and simulation can be mitigated by weighting the simulation
to match the background-subtracted data. This is done in the B0

(s) → e+e− analysis by
training a boosted decision tree with the gradient boosting technique (GBDT) [133] on the
differences between background-subtracted data and simulation. The GBDT is trained to
discriminate background-subtracted data and simulation, assigning weights according to the
largest differences between data and simulation. Afterwards further iterations of the GBDT
are trained on background-subtracted data and the weighted simulation of the previous
iteration until the GBDT cannot discriminate the two samples anymore.
In the B+→ K+µ±e∓ analysis a different technique is chosen: background-subtracted data
and simulation are binned in the variables where they are most different. Then weights are
obtained by iterating through the set of reweighting variables and consecutively dividing
one-dimensional histograms of background-subtracted data and the weighted simulation
with weights from the previous reweighting iteration.
Assuming that the difference between data and simulation is similar between the reweighted
control mode and the signal channel that is searched for, the weights obtained in the control
mode are applied to the signal mode as well in both analyses.

The choice of variables in which to reweight the simulation follows in general a simple
principle: those variables are chosen, which are most different between data and simulation,
while the set of variables is restricted to a minimum to keep transferability between signal
and normalisation mode. The exact set of reweighting variables for the two investigated
analyses is given in Table 5.9. In the B0

(s) → e+e− analysis decays of B0 and B0
s mesons are

investigated. Since the hadronisation process of bb-pairs into B0 mesons and B0
s mesons

is different due to the different accompanying quark, the quality of the simulation might
be different between the two b-hadron production mechanisms. Therefore a second set of
weights are determined, using also the B0

s → J/ψ ϕmode with J/ψ → e+e− and ϕ→ K+K−.
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Figure 5.2: Distributions of B+→ K+J/ψ (→ e+e−) observables in 2016 data, where data
and simulation match not perfectly. These are input variables for the reweighting classifier.
They are compared for background-subtracted data (black), unweighted simulation (blue)
and reweighted simulation (red). The distributions look similar in the other data sets
investigated for the B0

(s)→ e+e− analysis.

Table 5.9: Variables used for reweighting the simulation in the studied analyses.

B+→ K+µ±e∓ analysis B0
(s)→ e+e− analysis

B pT B pT
nTracks nTracks
B χ2vtx CDF isolation

The set of weights fromB0
s → J/ψ ϕ is applied toB0

s → e+e− simulation and the set of weights
from B+→ K+J/ψ is applied to B0→ e+e− simulation. However, the difference is found
to be small between using either of the reweighting sets. This indicates that the quality of
the simulation of B0 hadronisation and B0

s hadronisation is similar. Applying the weights
determined in one control mode to the other control mode serves as a cross-check, that the
assumption of transferability between the decay modes is valid.

5.3.3 Correction of particle identification variables

Another set of variables where simulation does not perfectly describe the data is the set of PID
variables. Those are difficult to describe in simulation, as they require the particle kinematics,
the per-event detector occupancy and the experimental conditions, which also vary over
time to be simulated correctly. Especially the RICH system is sensitive to the experimental
conditions. To correctly estimate the efficiency of the requirements on PID variables, they are
calibrated with the PIDCalib tool [134] using data with abundant decays that can be cleanly
selected. The distributions of B+→ K+J/ψ (→ e+e−) decays are used to calibrate electrons,
B+ → XJ/ψ (→ µ+µ−) (where X denotes particularly K+ and K∗0) are used to calibrate
muons,D0→ K−π+ fromD∗+→ D0π+ decays for kaons and pions, and Λ+

c → pK−π+

decays for protons. The pure decay samples are projected out with the sPlot -method in a
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Figure 5.3: Particle identification variables used in the B0
(s) → e+e− analysis compared

between background-subtracted data (black) with reweighted simulation before (blue)
and after resampling (red) in 2016 data. The other data sets studied in the B0

(s)→ e+e−
analysis show a similar behaviour. The PIDe distribution shows two peaks corresponding
to the two categories whether the electron received bremsstrahlung correction or not.
Residual differences between corrected simulation and data are covered by the systematic
uncertainties assigned to the simulation correction approach.

similar way as described above. The calibration samples are binned in detector occupancy
and particle kinematics to take into account the correlation of those variables to the PID
variables. New PID values are then sampled for the simulated candidate from the bin which
corresponds to its kinematic and event multiplicity properties. A comparison on the control
mode as shown exemplary in Fig. 5.3 for the B0

(s)→ e+e− analysis validates that the method
produces the desired distributions. Some small residual differences are covered by systematic
uncertainties that are assigned to this procedure, discussed in Section 5.7.
Different particle identification variables for the same particle, most notably ProbNNe and
PIDe for the electron candidates, are strongly correlated. Therefore determining the particle
identification variable values independently of each other leads to a biased efficiency estimate,
as it artificially decorrelates the variables. Thus the efficiencies of requirements on correlated
particle identification variables are determined directly in bins of calibration data, where the
correlation is correctly taken into account. Another particularity arises with the use of the
sPlotmethod especially for electron PID variables: as the invariant mass of the calibration
sample is correlated to the electron kinematics due to bremsstrahlung, in the B0

(s)→ e+e−
analysis the electron PID efficiencies are determined by fitting the calibration samples in bins
of the electron kinematics before and after selecting with the PID requirements instead of
using the sPlot method. In the B+→ K+µ±e∓ analysis this approach is not pursued, but a
corresponding systematic uncertainty is assigned (see Section 5.7).

5.4 Multivariate and particle identification selection

Themain selection of the performed analyses proceeds viamultivariate classifiers and stringent
requirements on particle identification variables. This suppresses backgrounds from random

48



5.4 Multivariate and particle identification selection

track combinations and partially reconstructed background decays on the one hand and
backgrounds from decays with misidentified final state particles on the other hand.

5.4.1 Multivariate classifiers

Multivariate classifiers provide powerful tools to discriminate signal and background contri-
butions based on a set of observables that have only weak discriminating power themselves.
This is achieved by classifyingmultidimensional regions in the observable space as correspond-
ing to signal or background. The technique exploited in theB+→ K+µ±e∓ andB0

(s)→ e+e−
analyses is a Boosted Decision Tree (BDT) [135] implemented in the TMVA [110, 136]
(B+→ K+µ±e∓ analysis) and the scikit-learn [137] (B0

(s)→ e+e− analysis) packages. In
this method, decision trees are created that successively build subsets of the data, which are ei-
ther dominated by signal or background by choosing a requirement on the input observables
based on the variation of a metric like the so-called Gini-Index I = p(1− p), where p is the
fraction of signal events in a subset. The requirement is chosen, if it maximises the Gini-Index
difference with respect to the previous step. After completing the tree creation (where the
completion is defined by the depth of the tree or perfect separation), the subsets are classified
as signal or background depending on the dominating contribution in the subset. On the
basis of the classification of one decision tree a new instance of a decision tree is created,
where the input data are weighted by the level of misclassification in the previous tree. Subsets
with worse classification get higher weights, so that the new decision tree concentrates on
classifying those candidates. For the weighting in the discussed analyses the AdaBoost [135]
algorithm is used. The total classification of one candidate is then defined as a linear combi-
nation of all classifiers, weighted with the AdaBoost algorithm. Thus the algorithm assigns
a value to each candidate that represents its signal-likeness. After a maximum number of
trees is reached or the addition of more classifiers does not lead to an increase in separation
power, as defined by the abovementionedmetric, the training is stopped. To avoid training on
statistical fluctuations of the input data sets and thus biasing the classification, the k-Folding
technique [138] is applied. The input data are split into k = 6 (B0

(s) → e+e−) or k = 10

(B+→ K+µ±e∓) sub-samples, of which the joined set of k− 1 samples is used for training
the classifier, which is then applied on the remaining sub-sample. This procedure is applied
for every combination of sub-samples. Data that have not been used for the training of the
classifier at all (such as the signal region, which is kept blind during the selection optimisation
process) get the average classification value of all k sub-samples assigned.

5.4.2 BDT for the B0
(s)→ e+e− analysis

The BDT classifier for the B0
(s)→ e+e− analysis is trained with the purpose of suppressing

background from random track combinations. Therefore the background input sample
for the BDT consists of the upper mass sideband in data, where only this combinatorial
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background is present. As a signal sample, reweighted B0
s → e+e− simulation is used. Due

to centre-of-mass differences and new trigger strategies in 2015 and 2016 the data-taking
periods 2011–2012 and 2015–2016 are trained separately, leading to different classifiers.

The input observables used for the classifier training are

• the square root of the minimum χ2IP of the electron tracks,

• the sum of the track isolations (explained below) of the two electrons for the least
isolating track (i.e. closest to the signal decay) and next-to-least isolating track,

• the DOCA between the two electron tracks,

• the B0
s pT,

• the B0
s isolation as defined by CDF [74],

• the B0
s χ2IP,

• the absolute difference in the electrons pseudorapidity δη,

• the B0
s flight distance.

The CDF isolation variable [74] of the B0
s candidate is defined as

ICDF =
pT(B0

s )

pT(B0
s ) +

∑
tracks pT(tr)

, (5.3)

where pT(x) are the transverse momenta of the B0
s meson and additional tracks in the events.

The summation is performedover all tracks inside a cone around theB0
s transversemomentum

defined by
√
δη2 + δϕ2 < 1, where η is again the pseudorapidity and ϕ the azimuth angle.

The distributions of the classifier input observables in the data sidebands and reweighted
B0
s → e+e− simulation are shown in Fig. 5.4 exemplary for the combined 2015–2016 data set,

emphasising the discrimination power of the individual observables. The isolation variables
prove to be the most discriminating observables.

BDT based track isolation for the B0
(s)→ e+e− analysis

The track isolation variable has been developed for the τ+ → µ+µ−µ+ and B0
(s) → µ+µ−

analyses [139] but is available for the B0
(s)→ e+e− analysis also. This track isolation variable

is a BDT classifier that is based on the assumption that tracks from the signal decay are
isolated from the rest of the event. It calculates the background-likeness of every combination
of a signal electron (track) with each other track in the event that traverses all detector stations.

The isolation BDT has been trained using isolating tracks from B0
s → µ+µ− simulation

as signal sample and bb → µ+µ−X and cc → µ+µ−X simulation as background sample.
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Figure 5.4:Distributions of the BDT input observables in the data sidebands and reweighted
B0
s → e+e− simulation for the combined 2015–2016 data. The sideband data and the

signal simulation show a clear difference, which is exploited by the BDT to discriminate
B0
s → e+e− signal from combinatorial background. The track isolation 1 distribution

shows several peaks because different track types are used in the training of the isolation
BDT.

51



5 Searches for B+→ K+µ±e∓ and B0(s)→ e+e−

Several track types are considered: whether the tracks have been measured in all tracking
detectors, or whether it has not been measured in all detectors but the VELO or whether it
has been measured in all detectors but the tracking stations. The input variables for the BDT
calculating the track isolation are

• the logarithm of the minimum χ2IP of the track with respect to any primary vertex in
the event,

• the distance between the track primary vertex and the electron primary vertex,

• the distance between the vertex of the track with the electron and the B vertex,

• the logarithm of the distance of closest approach between the track and the electron,

• the angle between the track momentum and the electron momentum,

• the cone isolation fc = |Pe+Ptrk| sin αe+trk,PV

|Pe+Ptrk| sin αe+trk,PV+pT,e+pT,trk
, where αe+trk,PV is the angle between

the sum of the electron and track momenta, and the direction defined by the primary
vertex and the track vertex [140].

For each of the signal electron tracks the isolation BDT values for the two most non-isolating
(i.e. closest to the signal) tracks in the event are written out and their sum is used as input to
the selection classifier. Because several types of tracks are considered for the evaluation of the
BDT, the isolation shows several peaks in Fig. 5.4.

Results of the BDT classification for B0
(s)→ e+e−

The resulting classification value distributions for signal simulation and the data sidebands
are shown in Fig. 5.5 and proves a strong separation between the signal and background
samples. Also a clear difference is seen between the distributions for the lower and the upper
mass sideband. It was checked that the classification is independent of the mass of the can-
didate. Therefore this difference clearly shows that the upper and the lower mass sideband
are composed of different contributions. While the upper mass sideband consists purely of
backgrounds from random track combinations, the lower mass sideband also contains to a
large extent backgrounds from partially reconstructed decays and decays with misidentified
final state particles. These have very similar properties to signal decays, as they also come from
b-hadron decays and are modelled in a final fit to obtain the branching fraction.

Tofind theoptimal selection requirementon the classifier value, thePunzi figure ofmerit [141]
is used

FoM =
εsig

Nbkg +
3
2

, (5.4)

which balances the signal efficiency εsig against the expected background yield in the signal
windowNbkg. The yield is obtained from fitting a single exponential to the unselected data
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Figure 5.5: BDT distributions of corrected signal simulation and the dielectron mass side-
bands for the (left) Run 1 and (right) Run 2 classifier in the B0

(s)→ e+e− analysis. They
illustrate the good separation power of the classifier. The classifier distribution is checked
to not depend on the dielectron invariant-mass. Differences between the upper and lower
dielectron mass sideband arise due to specific signal-like background decays present in the
lower mass sideband.

sidebands (no BDT requirement) and interpolating into the signal region. The expected
background yield after the BDT requirement is then determined as the expected yield before
any BDT selection multiplied with the efficiency of the requirement on the data sidebands.
This procedure is applied to facilitate the fit to the sidebands, as the requirements on the
classifier value change the composition of backgrounds in the lower mass sideband and thus
its shape.

The optimal BDT selection points have been found to be BDT> 0.27 for Run 1 and
BDT> 0.30 for Run 2.

5.4.3 BDT for the B+→ K+µ±e∓ analysis

The multivariate selection strategy in the B+→ K+µ±e∓ analysis is two-fold: first a multi-
variate classifier is trained against background from random track combinations by training a
BDT classifier to discriminate simulated B+→ K+µ±e∓ samples against upper mass side-
band data as done in the B0

(s)→ e+e− analysis. The requirement on the output of the BDT
classifier is determined by defining the expected upper limit from the CLS method as the
figure of merit. Then, after applying the BDT classifier cut, another classifier (BDTHOP)
is trained with the aim to remove partially reconstructed backgrounds. These are expected
to populate the lower mass sideband. Thus this second classifier is trained to discriminate
candidates from the lower mass sideband against B+ → K+µ±e∓ simulation. The same
procedure as in the first BDT is applied to find the optimal requirement on the BDT classifier.
For both classifiers the set of input variables is comprised of
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• the pT of the B candidate,

• the momentum of the B candidate,

• the χ2IP, of the B candidate,

• the cosine of the DIRA angle of the B candidate,

• the B vertex χ2,

• the B flight distance χ2

• the kaon χ2IP

• the minimum and maximum χ2IP of the electron and muon candidates

• the number of good quality vertices a lepton track can make with any other track in
the event [142] for both leptons as a measure of the “track isolation”,

• the CDF isolation asymmetry [74] for the kaon: ICDF,asym =
pT(K)−

∑
tracks pT(tr)

pT(K)+
∑

tracks pT(tr)
, and

• the HOP variable as developed for the RK∗0 analysis [7], defined by αHOP = PT (e)
PT (Kµ)

with the momenta PT orthogonal to the B direction of flight,

while the HOP variable is only used in the second BDT. The input observable distributions
of the BDT’s are displayed in Fig. 5.6 and show a clear difference between the data sidebands
and reweighted B+→ K+µ±e∓ simulation, which is used by the BDT to discriminate signal
B+→ K+µ±e∓ decays from background contributions. Due to the three-prong vertex of the
signal decay here a stronger focus is laid on vertex and reconstruction related variables than in
the B0

(s)→ e+e− analysis, as three tracks pointing to the same vertex which is displaced from
the primary vertex provide a clear signature. The HOP variable was developed to correct the
B-meson mass for decays involving electrons, since only a part of the electron momenta can
be recovered due to bremsstrahlung losses. This loss can be measured by the momentum
imbalance αHOP. However a similar imbalance appears in the case of partially reconstructed
decays, where one or more final state particles are not reconstructed. This imbalance is larger
in partially reconstructed decays than in the signal decays, whichmakes αHOP a useful variable
to discriminate signal decays from partially reconstructed decays. Thus it is additionally used
as input variable for the second BDT.

The optimal requirements on the classifier values have been found to be BDT> 0.5 and
BDTHOP > 0.98. For the B+ → K+µ±e∓ decay two different charge configurations are
analysed, B+→ K+µ−e+ and B+→ K+µ+e−. The optimal BDT requirements have been
investigated separately for the two charge configurations, yielding consistent optima.
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Figure 5.6:Distributions of the BDT input observables in the data sidebands and reweighted
B+ → K+µ±e∓ simulation for the combined Run 1 data. The sideband data and the
signal simulation show a clear difference, which is exploited by the BDT to discriminate
the two samples. The distribution of the track isolation is only shown for one of the two
leptons, as the distribution for the other lepton looks similar.
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Table 5.10: Final PID requirements for the B0
(s)→ e+e− and B+→ K+µ±e∓ analyses with

the requirements in Run 2 in brackets.

Particle Variable Cut B+→ K+µ±e∓ Cut B0
(s)→ e+e− (Run 2)

µ ProbNNµ > 0.7 –
K ProbNNK > 0.65 –
e ProbNNe > 0.65 > 0.9(0.6)

5.4.4 Particle identification criteria

After the BDT selection to remove backgrounds from random track combinations and
partially reconstructed decays, tight PID requirements are applied to all final state particles.
The PID variables are output distributions from neural nets, which are based on information
from the subdetectors of the LHCb experiment. The PID requirements are chosen by hand to
the values reported in Table 5.10 due to various reasons: in the B+→ K+µ±e∓ analysis only
few candidates survived the previous selection, making a systematical optimisation impossible
due to the large statistical uncertainties. Thus a selection as tight as possible without removing
toomany signal candidates (as determined from simulation) was chosen. For the B0

(s)→ e+e−
analysis an attempt was made to find the optimal requirement simultaneously with the
requirement on the BDT using the Punzi figure of merit described before. However, it
was found that the optimal requirement found this way was expected to leave a significant
background contribution from B→ hh′ decays prominent in the signal region, which cannot
be estimated from the sidebands. Therefore the PID requirement was tightened by hand
to strongly suppress those decays while maintaining a good signal efficiency. The ProbNN
algorithmshave been retrained forRun2data resulting in significantly improvedperformance,
which allows a higher signal efficiency at similar background rejection.

5.5 Efficiency calculations

The efficiencies of reconstruction and selection of signal and normalisation candidates are in
general determined using the formulae

ε =
∑

Npassed∑
Ntotal

and (5.5)

σε =

√
ε(1− ε)
Ntotal

, (5.6)
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which in the case of weighted simulation turns into

ε =
∑

passed w∑
all w

and (5.7)

σε =

√
ε(1− ε)∑

all w
. (5.8)

The efficiencies are split into different stages of the selection, where the efficiency of each
stage is calculated relative to the previous one. Thus the efficiency chains read:

εB0
(s)→e+e− = εgeo × εrec|geo × εsel|rec × εPID|sel × εBDT|PID × εtrig|BDT (5.9)

and

εB+→K+µ±e∓ = εgeo × εrec|geo × εsel|rec × εtrig|sel × εPIDs|trig

× εBDT|PIDs × εBDTHOP|BDT × εPID|BDTHOP.
(5.10)

Wherever possible, efficiencies are determined using simulation, applying weights from Sec-
tion 5.3.2 to account for data-simulation differences. However, weights cannot be applied to
simulation before reconstructing the candidates. Therefore the geometrical efficiency εgeo,
which denotes the efficiency of the requirement that all final state particles fall loosely into the
acceptance region of the LHCb detector, and the reconstruction efficiency εrec|geo, describing
the efficiency to reconstruct and loosely preselect the candidates in the experiment-wide
preselection, are taken from unweighted simulation.

Also trigger efficiencies (εtrig) and particle identification efficiencies (εPID, εPIDs) receive par-
ticular treatment and can be directly calculated on data as briefly discussed in the following
sections.

The fractions of bremsstrahlung categories are taken from simulation and are for the
B0
(s)→ e+e− analysis cross-checked on normalisation mode data.

5.5.1 Trigger efficiencies

The trigger efficiencies of the control and normalisation mode B+→ K+J/ψ are obtained
with the help of the TISTOS method [143] on data. As only triggered data are available,
Eq. (5.5) and Eq. (5.7) cannot be used to determine efficiencies, becauseNtotal is not accessi-
ble. Instead it is approximated by assuming that the fractions of TOS triggered events and
TIS triggered events are independent. Thus the number of untriggered eventsNtotal can be
calculated as

Ntotal =
NTOS

εTOS
=

NTISNTOS

NTISTOS
, (5.11)
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with the efficiency of triggering TOS, εTOS, and the number of events triggered TIS and TOS,
NTISTOS. The number of triggered signal events are determined by fitting each TOS, TIS or
TISTOS triggered data set. However, particularly themomentum spectra of the Bmesons are
correlated to the remainder of the event, as they are produced from bb-pairs. Since the trigger
selection mainly proceeds via pT and IP cuts, the assumption of independence of TOS and
TIS can only safely assumed in small regions of phase space. ThereforeNtotal is determined in
bins of B+ pT and pz.

To determine the trigger efficiency in the signal mode where no signal events are expected,
in the B0

(s)→ e+e− analysis the trigger efficiency from B+→ K+J/ψ is folded with a map in
the maximum electron IP and maximum electron pT in simulation. Those are variables most
relevant to the trigger system and different between the control and signal mode.

The validity of the method is checked on simulation, where the efficiencies can also be
determined in a cut-based approach fromEq. (5.7). Differences between cut-based efficiencies
and efficiencies from the TISTOSmethod are assigned as systematic uncertainty.

Since the amount of TIS and TOS triggered events is small (especially for
B+→ K+J/ψ (→ e+e−)), the efficiencies determined with this approach come with
relatively large uncertainties, which dominate the uncertainty budget of the overall
efficiency.

The trigger efficiencies of the B+→ K+µ±e∓ analysis are directly determined on simulation,
as the trigger selection is based on the muon tracks and the decay topology, which are well
understood in simulation. This approach was checked with the TISTOS method on the
normalisation mode B+→ K+J/ψ (→ µ+µ−) and found to be correct within 1 % precision.
However, some small data-simulation differences are found. To prove that they do not affect
the ratio of trigger efficiencies between signal and normalisation mode, the differences are
investigated in bins of the maximum muon pT, which is the trigger-related variable most
different between the two modes. No significant trend is observed and therefore the data-
simulation differences are assumed to be equal between signal and normalisation mode and
thus cancel out in the ratio.

5.5.2 Particle identification efficiencies

As discussed in Section 5.3.3, the particle identification variables are recomputed individu-
ally on simulation from background-subtracted samples in calibration data. However, this
neglects the correlation between PIDe and ProbNNe. To take the correlation into account,
successive requirements on particle identification variables are evaluated on calibration data
conditioned to the prior requirement: efficiency maps are evaluated on calibration data in
bins of detector occupancy and particle kinematics and are then folded with the distributions
in reweighted simulation. This method is checked on data with the normalisation and control
modes to give the correct results.
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Table 5.11: Total selection efficiencies for the B0
(s)→ e+e− analysis, split by decay channel,

year and bremsstrahlung category. The ratios needed for the normalisation constants are
also reported. The selection efficiencies are expected to be similar between B0

s → e+e− and
B0→ e+e−.

Category B0s→e+e− [%] B+→K+J/ψ [%] B+→K+J/ψ /B0s→e+e−

2011

0 0.109± 0.011 0.0173± 0.0016 0.160± 0.022
1 0.324± 0.029 0.0460± 0.0031 0.142± 0.016
2 0.254± 0.036 0.0215± 0.0030 0.084± 0.017

2012

0 0.096± 0.007 0.0131± 0.0015 0.138± 0.015
1 0.284± 0.017 0.0309± 0.0017 0.109± 0.009
2 0.187± 0.022 0.0162± 0.0013 0.087± 0.012

2015

0 0.122± 0.009 0.0171± 0.0017 0.141± 0.010
1 0.350± 0.025 0.0392± 0.0035 0.112± 0.013
2 0.247± 0.022 0.0199± 0.0024 0.081± 0.012

2016

0 0.135± 0.004 0.0202± 0.0007 0.150± 0.007
1 0.389± 0.011 0.0461± 0.0013 0.119± 0.005
2 0.266± 0.013 0.0229± 0.0009 0.086± 0.006

5.5.3 Discussion of the total selection efficiencies

The overall efficiencies of the discussed analyses are shown in Table 5.11 and Table 5.12.

The efficiencies forB0
s → e+e− andB0→ e+e− are assumed to be similar. For theB0

(s)→ e+e−
analysis a significantly lower efficiency in the normalisation mode is found with respect to the
signal mode. This appears due to various reasons, which are connected to the additional track
in the B+→ K+J/ψ decay. A large efficiency drop appears in reconstructing B+→ K+J/ψ
decays from the efficiency to reconstruct the additional track and associating three tracks to
the same vertex. Due to the additional track also the isolation of the electron tracks is worse,
which thus impacts the BDT selection efficiency. Also the trigger selection is optimised for a
two-particle final state and therefore has a lower efficiency in the B+→ K+J/ψ mode. Finally
an additional selection on B+ → K+J/ψ is done to allow a clean sPlot fit, which further
reduces the overall efficiency. The efficiencies are similar between the years across the data
taking periods Run 1 and Run 2. However, they are significantly higher in Run 2, as the
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Table 5.12: Total selection efficiencies of signal, control and normalisation modes for the
B+→ K+µ±e∓ analysis, split by year and charge configuration.

εB+→K+µ−e+ [%] εB+→K+µ+e− [%] εB+→K+J/ψ (→µ+µ−) [%] εB+→K+J/ψ (→e+e−) [%]

2011

0.0887± 0.0024 0.0778± 0.0023 0.246± 0.0014 0.0805± 0.0011

2012

0.0752± 0.0016 0.0672± 0.0015 0.213± 0.0009 0.0578± 0.0007

trigger algorithms and particle identification variables have been revised and re-optimised
significantly. The different trigger selection and the higher centre-of-mass energy in Run 2
also improve the BDT separation. The ratio of efficiencies is consistent between the years but
shows a significant trend over the bremsstrahlung categories. This trend is also induced by
the additional track in the normalisation mode. The slightly different reconstruction and the
additional preselection have different efficiencies in the bremsstrahlung categories. Also the
different impact of the BDT classification supports the trend in the efficiency ratio.

The selection efficiencies in the B+→ K+µ±e∓ analysis are much more precise than in the
B0
(s)→ e+e− analysis due to the different way the trigger efficiencies are estimated. They show

some difference between the 2011 and 2012 efficiencies arising from slightly different trigger
configurations and a centre-of-mass energy change from 7TeV to 8TeV. Differences in the
selection efficiencies between the two charge configurations of the B+ → K+µ±e∓ decay
arise from the different effect of the veto selection applied. Due to the low resolution of the
m(K+e−) compared tom(K+µ−), the signal efficiency of the veto on this combination is
significantly lower.Them(K+µ−) veto also improves the trigger efficiency, as it prefersmuons
with higher momentum, which are more likely triggered on. A strong difference is visible
between the efficiency of signal and normalisation mode because the vetoes (partly designed
to remove charmonium resonances) are not applied to the normalisation mode. Also the
trigger efficiencies and the efficiency of the BDTHOP selection is higher in the normalisation
mode, as it exchanges one electron in the final state for a muon with respect to the signal
mode. This leads to a higher resolution in the HOP variable and is a second particle with
signal signature in the L0 trigger selection. These differences also explain the low efficiency
of the B+→ K+J/ψ (→ e+e−)mode. This mode is triggered completely different from the
signal and normalisation mode and has a much worse resolution as it contains no muon,
but electrons instead, which loose energy due to bremsstrahlung that is only incompletely
recovered.
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Table 5.13: Yields of the normalisation mode as computed from the fits shown in Fig. 5.7.
Those yields enter the normalisation factor computation.

B+→ K+J/ψ (→ e+e−) yields for the B0
(s)→ e+e− analysis

Run 1 Run 2

Category 0 5050± 70 7960± 70
Category 1 10430± 110 16750± 130
Category 2 4950± 70 8306± 32

B+→ K+J/ψ (→ µ+µ−) yields for the B+→ K+µ±e∓ analysis
2011 2012

26940± 170 59220± 250

5.5.4 Normalisation factors

The signal branching fraction is determined in a fit to the mass distribution. To convert
the signal yield into the signal branching fraction, the normalisation factor α and partial
normalisation factor α′ have been introduced in Eq. (5.1). They comprise of the efficiencies of
signal and normalisation mode and the normalisation yield, as well as external quantities like
the normalisation branching fraction and the b-hadron fragmentation fraction ratio fu,d,s/fu
for the full normalisation factor. The normalisation yield is calculated from a fit to the mass
m(K+ℓ+ℓ−) distribution of the fully selected normalisation data to the values in Table 5.13
and is displayed in Fig. 5.7.

The values for fu,d/fu are assumed to be unity, while fs/fd is measured to be 0.259± 0.015
in Run 1 [144] and increase by 1.068± 0.022 in Run 2 [145]. In combination, the partial
normalisation factors and single event sensitivities result in the numbers given in Tables 5.14
and 5.15. The numbers are combined between the years by the harmonic sum

1

α(′)
=
∑
year

1

α(′)year
. (5.12)

The tables also include the systematic uncertainties as discussed in Section 5.7. The nor-
malisation factors of the B+→ K+µ±e∓ analysis are about one order of magnitude higher
than the normalisation factors of the B0

(s)→ e+e− analysis, mainly due to the tight selection
requirements in the B+ → K+µ±e∓ analysis, which lead to a very small data set after the
full selection. This makes the single event sensitivity larger, but reduces the background
yield, which the limit is also sensitive to. Also the size of the data set used in the search for
B+→ K+µ±e∓ is only about half the size of the one used to search for B0

(s)→ e+e−.

While the systematic uncertainties are larger than the statistical uncertainties in these values,
this does not mean that the analyses are systematically limited. The normalisation factors
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Figure 5.7: Fits to obtain the normalisation yield from B+ → K+J/ψ (→ µ+µ−) for the
(top) B+→ K+µ±e∓ analysis in the (left) 2011 and the (right) 2012 data set. The fits to
the B+→ K+J/ψ (→ e+e−)mode to obtain the normalisation yield for the B0

(s)→ e+e−
analysis are shown on the bottom for (left) Run 1 and (right) Run 2.
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Table 5.14: Partial normalisation factors and single event sensitivities for the B0
(s)→ e+e−

analysis. The partial normalisation factors are used in the limit calculation. The first
quoted uncertainty stems from the limited size of the simulated samples and normalisation
data. The second quoted uncertainty arises from systematic uncertainties as discussed in
Section 5.7.

α′(Run 1) [10−5] α′(Run 2) [10−5]

Category 0 2.85± 0.24± 0.17 1.84± 0.08± 0.09
Category 1 1.13± 0.08± 0.07 0.702± 0.027± 0.030
Category 2 1.73± 0.20± 0.11 1.04± 0.06± 0.06

Combined single event sensitivities

αB0→e+e− [10−10] 1.271± 0.034(stat.)± 0.063(syst.)
αB0s→e+e− [10−10] 4.71± 0.12(stat.)± 0.33(syst.)

Table 5.15: Partial normalisation factors and single event sensitivities for theB+→ K+µ±e∓
analysis. The partial normalisation factors are used in the limit calculation. The first
quoted uncertainty stems from the limited size of the simulated samples and normalisation
data. The second quoted uncertainty arises from systematic uncertainties as discussed in
Section 5.7.

B+→ K+µ+e− B+→ K+µ−e+

α′ [10−5] 3.68± 0.07± 0.21 3.27± 0.06± 0.21

Single event sensitivities

α [10−9] 2.21± 0.04(stat.)± 0.14(syst.) 1.97± 0.04(stat.)± 0.14(syst.)

do not take into account the size of the final data set, which is fitted to obtain the signal
branching fraction. As long as there is no significant signal contribution in the final data set,
the uncertainty on the signal yield dominates the measurement.

5.5.5 Normalisation cross-check for the B0
(s)→ e+e− analysis

For a check of the robustness of the analysis the absolute efficiencies of the normalisation
mode are investigated. This is a stringent cross-check, as for absolute efficiencies potential
systematic effects that do not affect the efficiency ratio between signal and normalisationmode
used in the analysis do not cancel. Two checks are performed with different strategies. First a
comparison of expected overall B+ yields is done in Section 5.5.5. Secondly, an alternative
strategy is exploited by looking at the branching fraction ratio with the mode B0→ K+π−

in Section 5.5.6.
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Cross-check of B+ yields

To check the efficiency calculations, the total number of produced B+ mesons are calculated
from the efficiencies and yields found in this analysis and compared to the expected yields from
cross-section and luminosity measurements. The measured bb cross-sections at the centre-
of-mass energy of

√
s = 7TeV (2011) [99],

√
s = 8TeV (2012) [100], and

√
s = 13TeV

(2016) [101] are

σbb(2011) = (288± 4± 48) µb,
σbb(2012) = (298± 2± 36) µb,

σbb(2015/2016) = (495± 2± 52) µb.

Together with the hadronisation fraction of b quarks into B+ mesons [49],

fu = 0.402± 0.007, (5.13)

and the luminosities given in Table 4.1 the number of expected B+ candidates can be calcu-
lated with the formula

NB+, expected =
∑
year

L × 2× σbb(year)× fu.

The same numbers are computed using the calculated efficiencies from Table 5.11 and yields
from Table 5.13 with the relation

NB+ =
NB+→K+J/ψ ,category

εB+→K+J/ψ ,category × BB+→K+J/ψ
. (5.14)

During this check a strong deviation between expected and measured B+ yields was observed,
which could be traced to come from an incorrect reweighting of the SPD hit multiplicity
(nSPD). Tight requirements are enforced on this quantity with fiducial cuts in Table 5.4 to
facilitate the PID calibration, as many L0 triggers have tight thresholds on this observable.
However, it is not well modelled in simulation, leading to a wrong efficiency estimation. To
estimate the effect, a sample of B+→ K+J/ψ decays is selected with L0DiMuon TIS (where
the threshold is at nSPD < 900), applying the nominal reweighting from Section 5.3.2 and
removing the requirement on the SPDhitmultiplicity in the fiducial cuts. The corresponding
distributions for 2016 data are shown in Fig. 5.8. For these samples a one dimensional
reweighting in nSPD is performed. A correction factor for this effect is obtained as the relative
difference∆εSPD between the efficiency of the nSPD cut (from Table 5.4), once applied on
simulation with the nominal reweighting only and once applied on simulation with nominal
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Figure 5.8:Comparisonbetweenbackground subtractedB+→ K+J/ψ data (black) and sim-
ulation with nominal reweighting (blue) in the 2016 data set. The difference is reweighted
to obtain the correction factor∆εSPD on the efficiency of the cut on nSPD.

reweighting and additionally the one dimensional nSPD reweighting. The obtained correction
factors are

∆εSPD(Run1) = 0.86± 0.01(stat.)± 0.01(data-simulation overlap),
∆εSPD(2015) = 0.82± 0.02(stat.)± 0.10(data-simulation overlap),
∆εSPD(2016) = 0.76± 0.01(stat.)± 0.09(data-simulation overlap)

where the first uncertainty is obtained from the sample sizes and the second is obtained from
the incomplete overlap between data and simulation. Because the trigger strategy is very
similar between 2011 and 2012, the numbers are combined for Run 1.

To check whether the wrong description of the efficiency of the nSPD requirement has an im-
pact on the result of the analysis, the simulated data sets after the full selection are investigated,
as shown in Fig. 5.9 for the 2015–2016 data set. The distributions of signal and normalisation
mode are very similar in the SPD hit multiplicity. The difference is quantified by applying
the tighter requirement from Run 2 (nSPD < 450) on the Run 1 samples. This results in a
difference of < 1%. Thus it is confirmed that the wrong calculation of the efficiency of the
nSPD requirement does not have an effect on the efficiency ratio and a conservative systematic
uncertainty of 1% is assigned as systematic uncertainty on that assumption.

Applying the correction factor calculated above, the expected numbers of produced B+

mesons are compared to the values expected from luminosity and cross-section measure-
ments in Table 5.16. Since the calculations from efficiencies include the fractions of the
bremsstrahlung categories, the yield obtained for every category is expected to match the
estimation based on cross-section and integrated luminosity individually.

The yields match well between the categories and also with the expected ones from the cross-
section measurements. However, the measurements of bb cross-sections are dominated by
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Figure 5.9: Comparison of the nSPD distribution between signal and normalisation mode
on simulation of the 2015–2016 data set after the full selection. The nominal reweighting
is applied. The differences are small between the two modes.

Table 5.16: Overall B+ yields as determined from efficiencies and yields found in this anal-
ysis compared to the expected B+ yields from the luminosities. The numbers for the
bremsstrahlung categories are corrected by their fractions. The uncertainties on the ex-
pected B+ yields combine statistical and systematic uncertainties, while the experimental
ones combine only statistical uncertainties and the data-simulation overlap from the de-
tector occupancy correction factor.

B+ Yields [1011] 2011 2012 2015 2016

Category 0 1.72± 0.33 4.3± 0.8 0.99± 0.17 7.6± 1.0
Category 1 1.63± 0.30 4.3± 0.7 0.91± 0.14 7.2± 0.9
Category 2 1.8± 0.4 4.3± 0.8 0.87± 0.17 7.1± 0.9

Expected 2.28± 0.37 4.78± 0.57 1.13± 0.14 6.55± 0.72

systematical uncertainties, which might well be underestimated. Therefore a different check
is performed additionally, normalising the yields to another external measurement.

5.5.6 Branching fraction ratio with B0→ K+π−

An alternative cross-check of the absolute efficiencies uses the branching fraction ratio
B(B0→ K+π−)/B(B+→ K+J/ψ ), which can be computed as

B(B0→ K+π−)

B(B+→ K+J/ψ )
=

NB0→K+π−

NB+→K+J/ψ
×
εB+→K+J/ψ

εB0→K+π−
× fu
fd
, (5.15)

= 0.325± 0.012
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Table 5.17: Yields and efficiencies for the mode B0→ K+π− taken from the B0
s → µ+µ−

analysis [73]. The 2016 yield is scaled by 1.66/1.1 to account for the luminosity difference
with respect to this analysis.

2011 2012 2015 2016
Yield [104] 0.68± 0.07 1.80± 0.12 0.86± 0.08 4.3± 0.4
Efficiency [10−3] 1.500± 0.033 1.79± 0.04 3.27± 0.11 2.97± 0.07

Table 5.18:Measured branching fraction ratios split by year and bremsstrahlung category
compared to the nominal one. The uncertainties contain statistical and systematic uncer-
tainties.

ratio (2011) ratio (2012) ratio (2015) ratio (2016)
Category 0 0.43± 0.09 0.39± 0.08 0.43± 0.08 0.31± 0.05
Category 1 0.46± 0.10 0.39± 0.07 0.47± 0.09 0.33± 0.05
Category 2 0.41± 0.10 0.38± 0.08 0.47± 0.10 0.33± 0.06
Expected 0.325± 0.012

where the expected value is taken from the Particle Data Group [21]. The fraction fu
fd
is

assumed to be unity. Efficiencies εB0→K+π− and yieldsNB0→K+π− for the mode B0→ K+π−

are used from the previous B0
s → µ+µ− analysis [73], where a similar check was performed.

Since the B0
s → µ+µ− analysis used only part of the data from 2016 (≈ 1.1 fb−1), the

corresponding yield of that year is scaled by the luminosity ratio 1.66/1.1. The numbers for
B0→ K+π− are listed inTable 5.17. Applying the correction factor calculated in the previous
subsection Section 5.5.5, the measured branching fraction ratios are shown in Table 5.18.
The numbers are in good agreement between the years and with the expected value taken
from the PDG.
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5.6 Background estimation

To be able to measure the signal branching fraction from a fit to the invariant Bmass distri-
bution, the background contributions to the distribution after the full selection have to be
estimated as precisely as possible. The background contributions can be classified into several
groups. Firstly, there are combinatorial backgrounds, i.e. random particle combinations from
different decays that accidentally fit the requirements imposed in the selection chain. These
are strongly suppressed by the BDT classifiers. Furthermore there are background classes,
where the reconstructed final state particles originate from the same b-hadron, thus having
much more signal-like signatures in the detector: the second class of backgrounds consists of
B decays that contain the same number of final state particles, but at least one of the particles
ismisidentified. These decays are themost dangerous category of backgrounds, as they peak in
the signal region and can fake a signal peak. These decays are suppressed by stringent particle
identification requirements and applying the vetoes. The third category of backgrounds is
composed of b-hadron decays which are only partially reconstructed. Additionally one or
more final state particles may be misidentified. The decays of this class can to some extent be
suppressed by particle identification requirements. In the search for B+→ K+µ±e∓ also the
appliedD and J/ψ vetoes efficiently remove resonant partially reconstructed decays and also
the BDTHOP selection suppresses partially reconstructed backgrounds as the momentum
imbalance of the final state particles is larger in partially reconstructed decays than in signal
decays. However, those partially reconstructed backgrounds are expected to peak (far) below
the signal region, because of the not reconstructed particles and therefore only constitute to
smooth tails in the mass distribution.

The background contributions are specific to the B0
(s)→ e+e− and B+→ K+µ±e∓ analyses

after the full selection due to the different decay topology. Therefore they are discussed
separately in the following subsections.

5.6.1 Backgrounds for the search for B0
(s)→ e+e−

In addition to combinatorial backgrounds, in the search for B0
(s) → e+e− backgrounds

through misidentification could arise from B→ hh(′) decays with h, h′ being a kaon or pion.
Background decays which are only partially reconstructed could be semileptonic decays like
B0
(s) → h−e+νe and Λ0

b → pe−νe, where the neutrino is not reconstructed and a hadron
is misidentified as electron, B→ Xe+e− (where X = K+, K∗0, K0, K∗+, π+, π0, or γ are
not reconstructed), B+

c → (J/ψ → e+e−)e+νe, or B+ → (D0 → h+e−νe)e+νe (or similar)
decays.

While backgrounds from random track combinations can empirically be described by a single
exponential function as is tested on same-sign distributions (m(e±e±)), the other classes
of backgrounds discussed above are evaluated on simulation. The expected background
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contributions are evaluated relative to the normalisation mode similar to the procedure used
for the signal contribution using the formula

Nbkg = Ncontrol ×
εtotbkg

εtotB+→ K+J/ψ
×

Bbkg

BB+→ K+J/ψ
×
fbkg
fu
. (5.16)

The total selection efficiencies εtot for the normalisation and background modes are here
estimated directly on simulation with the exception of particle identification efficiencies,
which are evaluated on calibration data with the PIDCalib package [134], as is done for the
signal. The branching fractions B of background decays and the normalisation decay are
taken from the global averages as performed by the Particle Data Group [21]. For some back-
ground decays for the search for B0

(s)→ e+e−, however, no branching fraction measurements
were existing at the time of publication (B0

s → K+e−νe, B0→ π0e+e−, B+→ π+e+e− and
B0
s → γe+e−) and therefore SM predictions [146–149] are used.

In the search for B0
(s)→ e+e−, many of the investigated decay modes have a non-negligible

contribution to the final data sets. Therefore they have to be estimated carefully and taken
into account in the fit to the data. A few corrections are made to the various background
sources because of the way information on them are available. These depend on the studied
decay:

• Backgrounds from partially reconstructed decays:
Thebackgrounddecays involvingmore than two charged particles in the final state have
been simulated requiring that all charged final state particles are inside the acceptance
region of the detector. However, this does not model reality, as only the selected final
state particles that mimic the B0

(s)→ e+e− candidate are required to fall inside the
detector acceptance. Therefore a correction factor is determined from generator level
simulation, where requiring only the two electrons inside the detector acceptance
is compared to requiring all charged final state particles in the detector acceptance.
Correction factors between 16% and 36% are found and are applied to the selection
efficiency.

• Backgrounds from B0 → π0e+e−:
For the decay B0→ π0e+e− no simulation has been produced. However, the decay
B0 → π0e+e− is considered to have the same topological and detection properties
when treated as a background for B0

s → e+e− decays as the decay B+ → π+e+e−.
Therefore all efficiencies are considered similar. Since the decays B0 → π0e+e− and
B+ → π+e+e− have not been observed yet, a theoretical estimate is taken from [148].
The contribution is found to be small compared to the other physical backgrounds
(see Table 5.19).

• Backgrounds from B+ → π+e+e− and B+
c → J/ψ (e+e−)e+νe:

The decays B+ → π+e+e− and B+
c → J/ψ (e+e−)e+νe have been simulated using a

flat phase space model. This is corrected by reweighting the distributions to proper
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physical models. The simulation of B+ → π+e+e− is reweighted to a model from
Ball and Zwicky [150], while B+

c → J/ψ (e+e−)e+νe is corrected with to a model from
Kiselev [151].

• Backgrounds from B0 → π−e+νe and B0
s → K−e+νe:

These decay modes yield contributions to the backgrounds due to the non-negligible
probability of misidentifying pions and kaons as electrons and the relatively high
branching fraction. Unfortunately the simulation for these decays uses the Isgur-Weiss
form factor model [152], which is known to be inaccurate. Therefore those decays
are reweighted in the momentum transfer q2 = |(pµB − pµπ−)(pB,µ − pπ−,µ)| to an
accurate description of the decay obtained from recent Light Cone SumRules calcu-
lations [153] for B0 → π−e+νe. However, the effect of this reweighting is found to
be negligible and therefore this is dropped for the even smaller B0

s → K−e+νe back-
ground. Furthermore, the decay B0

s → K−e+νe has not been measured yet. Therefore
the SM prediction [148] of this decay is used as estimate for the branching fraction.

• Backgrounds from semileptonic cascade decays involving D-mesons:
Decays of the type B → D(Xeν)eν (with X denoting a hadron) are studied using the
decay B+

c → J/ψ e+νe as an efficiency proxy. This type of decay is shifted to masses far
below the signalmass region, because a hadron and twoneutrinos are not reconstructed.
However, these decays have rather high branching fractions and the tail of their mass
distribution leads to a sizeable contribution in the studied mass range. The shape for
these decays is taken fromRapidSim [154] samples for the case that X is a pion, which
yields a conservative estimate for the number of candidates in the signal region, since it
is the decay, where the least energy is lost. The RapidSim tool allows fast simulation of
decays without running the detector geometry and reconstruction step. Therefore the
efficiencies and bremsstrahlung fractions have to be estimated from proxies. However,
the contribution of these decays to the signal region is close to zero and thus the
modelling of these decays has only an impact on the measurement of the B0

(s)→ e+e−
branching fractions through the description of the sidebands.

The expected number of remaining background candidates is documented in Tables 5.19
and 5.20 for the B0

s → e+e− and B0→ e+e− signal regions that contain 68% of the simulated
decays, respectively.
It is found that the strongest exclusive background contributions to the signal regions arise
mainly from B+

c → J/ψ e+νe and B0 → π−e+νe, as well as Λ0
b → pe−νe decays. The back-

ground contributions sum up to a total number of expected background candidates of

Nexcl, B0s → e+e− region, Run 1 = 24.91± 3.97(stat.)± 2.72(B), (5.17)
Nexcl, B0s → e+e− region, Run 2 = 17.61± 3.15(stat.)± 2.96(B), (5.18)

where the first uncertainty is due to the available amount of simulation (stat.) and the second
uncertainty is due to the uncertainty on the branching fractions.
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Table 5.19: Estimated number of exclusive background candidates in the B0
s and B0 signal

regions regions for the Run 1 data set. In the upper part of the table backgrounds from
particle misidentification, that are peaking in the signal region, are reported. The decay
B0 → π0e+e− is evaluated using the decay B+ → π+e+e− as a proxy. The branching
fractions for the decays are almost everywhere taken from the world averages [21]. Those
that are instead taken from SM predictions are marked with a * and have an additional
reference for the prediction. For each value, the first uncertainty reported is due to the
limited amount of available simulation and the seconddue to the precisionof the branching
fraction estimate.

Decay mode N(B0s signal region) N(B0 signal region)

B0 → ππ 1.63± 0.08± 0.06 1.60± 0.08± 0.06
B0
s → KK 0.08± 0.01± 0.01 0.08± 0.01± 0.01

B0 → Kπ 1.30± 0.08± 0.04 1.31± 0.08± 0.04
B0
s → πK 0.09± 0.01± 0.02 0.09± 0.01± 0.02

B+ →K+e+e− 0.23± 0.12± 0.07 0.50± 0.23± 0.11
B0 →K∗0e+e− 0.06± 0.05± 0.01 0.15± 0.07± 0.03
B+ → π+e+e− [148] 0.25± 0.03± 0.06 0.82± 0.06± 0.21
B+ →K∗+e+e− 0.06± 0.07± 0.02 0.14± 0.15± 0.05
B0 →K0

S e+e− 0.08± 0.02± 0.05 0.09± 0.03± 0.06
B+
c → J/ψ e+νe 4.22± 2.14± 1.95 12.29± 6.55± 5.81

B0 → π−e+νe 9.04± 1.49± 0.58 16.97± 2.13± 1.09
Λ0
b → pe−νe 7.38± 2.99± 1.80 10.96± 4.27± 2.68

B0
s →K−e+νe [146, 147] 0.35± 0.07± 0.09 0.69± 0.10± 0.17

B0 → π0e+e− [148] 0.11± 0.01± 0.02 0.38± 0.03± 0.10
B0
s → γe+e− [149] 0.03± 0.01± 0.01 0.05± 0.01± 0.01

B0 → D0(→ πeν)eν < 1 < 1

Total 24.91± 3.97± 2.72 46.12± 8.11± 6.49
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Table 5.20: Estimated number of exclusive background candidates in the B0
s and B0 signal

regions regions for the Run 2 data set. In the upper part of the table backgrounds from
particle misidentification that are peaking in the signal region are reported. The branching
fractions for the decays are almost everywhere taken from the world averages [21]. Those
that are instead taken from SM predictions are marked with a * and have an additional
reference for the prediction. For each value, the first uncertainty reported is due to the
limited amount of available simulation and the seconddue to the precisionof the branching
fraction estimate. Since for some small contributions no simulation has been produced,
for completeness the numbers from 2012 are included here, scaled by the mass region yield
ratios ofB+ → K+e+e− (forB+/B0→ π+/π0e+e−) andB+→ π−e+νe (forΛ0

b→ pe−νe).
The decays B0

s →K−e+νe are not reported here due to their negligible contribution.

Decay mode N(B0s signal region) N(B0 signal region)

B0 → ππ 1.28± 0.15± 0.05 1.28± 0.15± 0.05
B0
s → KK 0.02± 0.01± 0.01 0.02± 0.01± 0.01

B0 → Kπ 0.39± 0.04± 0.01 0.39± 0.04± 0.01
B0
s → πK 0.03± 0.01± 0.01 0.03± 0.01± 0.01

B+ →K+e+e− 0.65± 0.15± 0.08 1.54± 0.35± 0.19
B0 →K∗0e+e− 0.17± 0.11± 0.03 0.28± 0.18± 0.05
B+ → π+e+e− [148] 0.11± 0.02± 0.03 0.32± 0.06± 0.09
B+ →K∗+e+e− 0.10± 0.07± 0.03 0.23± 0.16± 0.07
B0 →K0

S e+e− 0.06± 0.02± 0.04 0.07± 0.02± 0.03
B+
c → J/ψ e+νe 3.54± 1.55± 1.97 10.30± 5.99± 5.73

B0 → π−e+νe 7.43± 2.14± 1.91 15.17± 4.37± 3.90
B0
s → γe+e− [149] 0.14± 0.01± 0.16 0.24± 0.02± 0.27

Λ0
b → pe−νe 3.67± 1.71± 1.11 4.30± 2.00± 1.32

B0 → π0e+e− [148] 0.02± 0.01± 0.01 0.05± 0.03± 0.03
B0 → D0(→ πeν)eν < 1 < 1

Total 17.61± 3.15± 2.96 34.12± 7.69± 7.07
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5.6 Background estimation

The data sets are split in bremsstrahlung categories (no bremsstrahlung added; one electron
received bremsstrahlung correction; both electrons receive bremsstrahlung correction), which
are fit independently. This has the advantage that e.g. backgrounds peaking in the signal region
like B→ hh′ only show up in the data set with bremsstrahlung category 0 as their emittance
of bremsstrahlung radiation is negligible. The shapes of the background contributions are de-
termined with a kernel density estimator using Gaussian kernels on simulation, separately for
each category. Combinatorial background and B+

c → J/ψ (e+e−)e+νe are descibed together
from a fit to same-sign data, as same-sign data is expected to be composed of only these two
contributions. The yields of the background components are constrained to the estimated
yields determined above, where the yield is multiplied by the corresponding bremsstrahlung
fraction taken from simulation. A cut-off criterion is chosen that all backgrounds with a yield
of < 0.1 in the whole mass region are neglected. For the semileptonicD cascade decays only
RapidSim samples are available, which do not allow to assess the effect of bremsstrahlung.
Therefore the same fit function is used for all categories and the bremsstrahlung fractions
are obtained from B0

s → e+e− simulation. The full background PDF (PDFFull(m,NSS , Ni))
yields

PDFFull(m,NSS , Ni) = P(Nmeas|NSS +
∑
i

Ni)×
1

NSS +
∑

iNi

×
[
NSSG(NSS,meas, σNSS ,meas|NSS)PDFSS(m)

+
∑
i

NiG(Ni,meas, σNi ,meas|Ni)PDFi,bkg(m)

]
,

where the exponential function fitted to same sign data is denoted as PDFSS , the background
PDFs are denoted as PDFi, bkg and the yields, are denoted asNi. The extended term to take
into account the yields, is a Poisson P , while the Gaussian G describes the constraint of
the yields, where the width is given as the quadrature of the statistical and systematic un-
certainties reported in Tables 5.19 and 5.20. The summation is performed over all studied
backgrounds. The result of a fit to the mass side bands is displayed in Fig. 5.10 and shows a
good agreement with the data. The composition and size of the data sets vary due to different
bremsstrahlung fractions of the different background components. The proportions also
change from Run 1 to Run 2 due to different performances of particle identification, trigger
and BDT algorithms.

It has been studied, whether data-simulation differences have to be taken into account in
the background fit. For all shapes of the physical backgrounds that are determined from
simulation, the shapes are convoluted with a Gaussian with mean 0 and a variable width. The
width is allowed to fluctuate between 0 and the corrected width of the signal as determined
in Section 5.7. The difference in the fit between with and without including the resolution
convolution for the background components is found to be negligible and therefore this
complicated procedure is dropped.
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Figure 5.10: Fits of the full backgroundmodel to the mass side bands. The data in the exclu-
sion region are not plotted. The top row corresponds to Run 1 data and the bottom row to
the 2015–2016 data set. From left to right, the data sets correspond to the bremsstrahlung
correction category with no correction, correcting one electron and correcting both elec-
trons. The small peak in the signal region corresponds to the misidentified B→ hh′ decays,
which emit almost no bremsstrahlung and therefore only show up in the first category.
The relative proportions of background contributions change between Run 1 and Run 2
due to different performances of the particle-identification algorithms and BDT selections.
Their relative fractions between bremsstrahlung categories follow the expectation from
simulation.
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5.6 Background estimation

The uncertainty on the yields of the various background components in the B0
(s)→ e+e−

analysis is incorporated in the mass description. To understand the impact of those uncer-
tainties, the data side bands are fitted with fixing the yields of the background components to
the nominal value reduced and enlarged by one standard deviation. The maximum variation
is reported in Table 5.23 together with the other systematic uncertainties and constitute to
the major source of systematic uncertainty of the analysis.

5.6.2 Backgrounds for the search for B+→ K+µ±e∓

The background composition in the B+ → K+µ±e∓ analysis is very different from the
B0
(s) → e+e− analysis due to the different decay topology of a 3-prong (B+ → K+µ±e∓)

and a 2-prong (B0
(s) → e+e−) vertex. Additional to combinatorial backgrounds, potential

background contributions could arise due to misidentification from B+→ K+ℓ+ℓ− (where
the e.g. the kaon can be identified as electron and a muon as kaon), B+→ K+(J/ψ → ℓ+ℓ−),
andB+→ K+π+π− decays with ℓ± being electrons ormuons. Themain contributions from
decays that are only partially reconstructed comprise of B0→ K∗0e+e−, Λ0

b → pK−ℓ+ℓ−,
Λ0
b → pK−(J/ψ → ℓ+ℓ−), B+ → (D0 → K+ℓ−νℓ)ℓ ′+νℓ ′ , and B+ → (D0 → K+π−)ℓ+νℓ

decays.

After evaluating themain potential backgroundmodes, in theB+→ K+µ±e∓ analysis no sig-
nificant background contribution from a single decay is found compared to the background
from random track combinations. Therefore the background is modelled in the invariant
m(K+e±µ∓)mass by a single exponential function. Since this model is therefore also sup-
posed to describe the very small contributions from other background sources, a systematic
uncertainty is estimated on this approach by determining the slope of the exponential at a
loosened selection on the BDT and BDTHOP values. Refitting the mass side bands of the final
data sets yields a difference in the expected background yield in the signal region as shown in
Table 5.21, which is assigned as systematic uncertainty to the background yield.

Table 5.21: Systematic uncertainty∆ for the background contribution estimated as the
absolute difference between the nominal fit and a fit fixing the exponential slope from a fit
to looser selected data.

Decay mode Systematic∆ Nominal fit Alternative fit

B+→ K+µ+e− 0.60 3.93± 1.14 3.33± 0.69
B+→ K+µ−e+ 0.43 0.88± 0.63 1.30± 0.43
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5.7 Evaluation of systematic uncertainties

Several cross-checks are being performed to ensure the robustness of the analysis as reported
in this section. Systematic uncertainties on the measurements are evaluated – if not stated
differently – separately for each data taking year and for the B0

(s)→ e+e− analysis also split by
bremsstrahlung category.

Kinematic data-simulation differences
The accuracy of the data-simulation corrections is tested in different ways in the two discussed
analyses. Since the efficiencies of the signalmode are not accessible on data, in theB0

(s)→ e+e−
analysis the absolute efficiencies of the normalisation mode are compared between data and
reweighted simulation for the preselection and BDT selection, where the efficiencies are
obtained from reweighted simulation. The differences are evaluated separately for each year
and bremsstrahlung category and amount to up to 4% for the BDT selection, thus providing
one of the larger systematic uncertainties. However, the preselection yields with differences
lower than 0.6% good agreement between data and simulation.

In the B+→ K+µ±e∓ analysis a different approach is adopted. The BDT input distributions
in the B+→ K+J/ψ (→ µ+µ−) control mode show small discrepancies between data and
simulation in the HOP variable and the B+ χ2IP. To remove the differences, an additional
reweighting is performed in these two variables. The effect is evaluated in the ratio of the BDT
and BDTHOP selection efficiencies between signal and normalisation mode. A difference in
the ratio between the nominal reweighting strategy and this additional reweighting smaller
than 0.6% is observed, and therefore a conservative systematic uncertainty of 1 % is assigned.
Systematic effects could also arise from the electron in the B+→ K+µ±e∓ decay due to the
reweighting based on the B+→ K+J/ψ (→ µ+µ−) control mode, as electrons behave differ-
ently in the detector. This leads to differences in the reconstruction and thus affects theB+ χ2vtx
variable. Therefore the reweighting is also performedwith theB+→ K+J/ψ (→ e+e−)mode
and the difference of the signal-to-normalisation ratio of the BDT and BDTHOP efficiencies
is evaluated in a similar manner as before to a value of 1.4%, which is assigned as additional
systematic uncertainty.

Particle identification efficiencies
The efficiencies of thePID selection are calculated in bins of calibrationdata. In this procedure
two potential sources of systematic effects are identified: the choice of the binning and the
sPlot of the calibration data. In the B0

(s) → e+e− analysis the effect of the binning choice
was studied by splitting each bin in half in one dimension for all variables that the data
are evaluated in separately. The difference with respect to the efficiency with the nominal
procedure is evaluated for all binning changes and added in quadrature leading to values of up
to 3%,which are assigned as systematic uncertainty. In theB+→ K+µ±e∓ analysis a different
approach was followed. Since the BDT distributions might be slightly correlated with the
PID variable distributions, the ratio of efficiencies between normalisation and signal mode
is investigated for the combination of the efficiencies of the PID and BDT requirements.
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5.7 Evaluation of systematic uncertainties

Two alternative binning schemes for the PID calibration are investigated by increasing and
decreasing the number of bins by a factor of 2. The largest deviation in the efficiency ratio
from the nominal procedure is taken as systematic uncertainty and found to be as large as
4.6%. The effect on the efficiencies of the BDT requirements was found to be very small,
though.

The sPlot approach to project out the signal distribution in the calibration data relies on the
factorisation of the discriminating variable, the signal mass distribution and the particle’s
identification variables, its kinematic distributions and the detector occupancy. While this
is well justified for the kaon and muon final state particles, where a generous but negligible
absolute systematic uncertainty of 0.1% is recommended for the PID efficiency [134], for
electrons the assumptions are not valid. The discriminating variable of the calibration data
of the B+→ K+J/ψ (→ e+e−) decaym(J/ψ K+) contains strong tails, which are correlated
with themomentumof the electrons. This occurs because electrons loose a significant amount
of their momentum due to bremsstrahlung in the detector, which is only partly corrected
for and sometimes even over-corrected. This is then propagated to the calculation of the
invariant mass m(J/ψ K+). Together with a rather high background level this can lead to
an imperfect sPlot projection. Therefore in the B0

(s) → e+e− analysis the efficiency of the
requirement on the electron ProbNNe is also calculated by fittingm(J/ψ K+) in the control
mode B+→ K+J/ψ (→ e+e−) in data before and after the cut in bins of the efficiency calcu-
lation procedure. For this study, a tag and probe method is used, where one of the electrons
from the J/ψ (called the tag) has a strong requirement of PIDe > 5 applied to it, while the
other electron (the probe) is used for the efficiency calculation. This procedure is done two
times, switching the role of the electrons as tag and probe in between, the resulting efficiencies
are averaged to compute the final efficiency in each bin. The efficiency of the selection is
then obtained by assigning an efficiency to each event from the control channel simulation
corresponding to its kinematic bin and averaging the values to obtain one efficiency. The
difference with respect to the nominal efficiency calculation procedure is found to be up to
4.9% and is assigned as systematic uncertainty. In the B+→ K+µ±e∓ analysis the estimated
systematic uncertainty of 3 % was taken from the measurement ofRK [8], which exploited a
similar procedure on the decay mode B+→ K+J/ψ (→ e+e−) as signal mode.

Trigger efficiencies
The trigger efficiencies are obtained with the TISTOSmethod on data in the B0

(s)→ e+e−

analysis and taken from simulation in the B+ → K+µ±e∓ analysis. In both analyses this
approach was cross-checked, as discussed in Section 5.5.1. In the B0

(s)→ e+e− analysis the
TISTOSmethod is applied to simulation and compared to simple cut-based efficiencies. The
difference of up to 5.3% is assigned as systematic uncertainty. This relatively large uncertainty
comes from the low number of events per TISTOS bin in the B+→ K+J/ψ (→ e+e−)mode.
For the B+→ K+µ±e∓ analysis a similar check is performed, finding that the trigger efficien-
cies are robust within an uncertainty of 1 %, which is assigned as systematic uncertainty. Here
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the uncertainty is much smaller, as the B+→ K+J/ψ (→ µ+µ−) decay can be reconstriucted
much more easily.

Signal parametrisation
The signal branching fraction is obtained from a fit to the invariant mass distribution of
the Bmeson. Therefore it is important to know the signal shape in that variable. The line
shape is obtained from fitting the signal distribution in simulation with the sum of two
Crystal Ball functions for each bremsstrahlung category for the search for B+→ K+µ±e∓
and a double-sided Crystal Ball function for each data taking period and bremsstrahlung
category for the search for B0

(s)→ e+e−, similar to the description of the normalisationmodes
in Section 5.3.1. However, due to imperfect modelling of the detector response, the mass
resolution is slightly different between data and simulation and therefore has to be calibrated
on data.

In the B+ → K+µ±e∓ analysis all signal shape parameters P are predicted using the two
control modes, B+→ K+J/ψ (→ µ+µ−) and B+→ K+J/ψ (→ e+e−), by defining

Ppredicted
eµ = Pdata

ee + (PMC
eµ − PMC

ee )
Pdata
ee − Pdata

µµ

PMC
ee − PMC

µµ
(5.19)

separately for the categories that no electron has bremsstrahlung correction applied and
all electrons have bremsstrahlung correction applied. The results are similar to what was
found with a different approach in the analysis of B0

(s) → e±µ∓ decays with the LHCb
experiment [155]. Since the mass resolution for final states involving electrons is much
different frommuonic final states, this approach cannot be followed for the B0

(s)→ e+e− line
shape. Therefore in that analysis the tail parameters of the Crystal Ball function are obtained
from simulation and only the mean and width of its Gaussian core are calibrated from the
dielectron distribution in B+→ K+J/ψ (→ e+e−) by defining correction factors of

Cσ =

(
σ
µ

)
data(

σ
µ

)
MC

and (5.20)

Cµ =
µdata
µMC

. (5.21)

The resulting correction factors again yield compatible results as found in the analyses of
B+→ K+µ±e∓ and B0

(s)→ e±µ∓. To assess the uncertainty on these correction procedures,
they are repeated 1000 times with new simulation and data distributions obtained with the
bootstrapping method [156]. The parameters from simulation and their corrections are
listed in Table 5.22 for both analyses. For each of these signal parametrisations the efficiency
of the 90% signal region (B+ → K+µ±e∓) and 68% signal region are evaluated. In the
B+→ K+µ±e∓ analysis the efficiency difference between the nominal correction procedure
and themean correction from the bootstrapping is assigned as systematic uncertainty, finding
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Table 5.22: Signal line shapes as determined on simulation and with the correction pro-
cedures applied. In the B+ → K+µ±e∓ analysis the parameter n is fixed from the fit to
B+→ K+J/ψ (→ µ+µ−). The tail parameter α is the same for both Crystal Ball functions
for the category of no corrected electrons.

Parameter No correction One e corrected All e corrected

Search for B+→ K+µ±e∓

µ [MeV/c2] 5270.20 ± 1.68 5273.58 ± 2.44
µcorr [MeV/c2] 5270.58 ± 2.36 5276.85 ± 2.63
σ [MeV/c2] 15.01 ± 11.06 28.54 ± 3.35
σcorr [MeV/c2] 17.30 ± 16.73 34.34 ± 4.98
σ1 [MeV/c2] 68.62 ± 20.34 81.38 ± 10.94
σ1,corr [MeV/c2] 90.69 ± 31.75 98.71 ± 17.57
n 22.37 8.33
α 0.23 ± 0.02 0.60 ± 0.09
αcorr 0.28 ± 0.02 0.66 ± 0.10
α1 – −2.78 ± 0.61
α1,corr – −2.70 ± 0.24
c 1.0 ± 0.0 0.681 ± 0.071
ccorr 0.998 ± 0.007 0.736 ± 0.044

Search for B0
(s)→ e+e−, Run 1

α1 0.1516± 0.0008 0.4099± 0.0014 0.6861± 0.0030
α2 −2.98 ± 0.22 −1.277 ± 0.005 −0.9008± 0.0041
n1 3.69 ± 0.05 3.194 ± 0.022 2.7070± 0.0217
n2 83.28 ± 124.50 2.801 ± 0.023 4.09 ± 0.05
µ [MeV/c2] 5329.6 ± 0.3 5323.9 ± 0.3 5342.1 ± 0.4
σ [MeV/c2] 27.71 ± 0.13 57.43 ± 0.18 68.24 ± 0.28
µ [MeV/c2] 5329.6 ± 0.3 5323.9 ± 0.3 5342.1 ± 0.4
µcorr [MeV/c2] 5328.4 ± 2.1 5328.9 ± 1.8 5352.0 ± 2.9
σ [MeV/c2] 27.71 ± 0.13 57.43 ± 0.18 68.24 ± 0.28
σcorr [MeV/c2] 29.6 ± 1.1 57.9 ± 1.7 66 ± 6

Search for B0
(s)→ e+e−, Run 2

α1 0.1407± 0.0001 0.4391± 0.0013 0.7608± 0.0003
α2 −2.525 ± 0.007 −1.1944± 0.0004 −0.9912± 0.0004
n1 4.351 ± 0.005 2.7285± 0.0014 2.7539± 0.0020
n2 9.27 ± 0.35 2.9302± 0.0020 3.7232± 0.0037
µ [MeV/c2] 5331.90 ± 0.02 5324.20 ± 0.02 5339.50 ± 0.03
µcorr [MeV/c2] 5323.9 ± 2.2 5302.2 ± 2.2 5318.2 ± 2.7
σ [MeV/c2] 27.840 ± 0.010 57.696 ± 0.016 76.622 ± 0.027
σcorr [MeV/c2] 32.8 ± 1.5 65 ± 4 91 ± 6
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a value of 2.1%. In the B0
(s)→ e+e− analysis instead, the width of the efficiency distribution

of the bootstrapped samples is assigned as systematic uncertainty, yielding values between
0.6% and 1.1%.

Bremsstrahlung fractions
Another important ingredient to the parametrisation of the signal is the fraction of brems-
strahlung categories. This cannot be measured in the signal mode and therefore is taken from
simulation. In the B+→ K+µ±e∓ fractions of fno Brem = 0.43 and fBrem = 0.57 are found
and no systematic uncertainty is assigned as it was found to have negligible impact in similar
B+→ K+ℓ+ℓ− analyses, e.g. Ref. [8]. The bremsstrahlung fraction has only a small impact in
these kinds of analyses, as it only varies the mass shape slightly. However, in the B0

(s)→ e+e−
analysis the uncertainty on the bremsstrahlung fraction needs to be treated with more care,
as the data are split in bremsstrahlung categories. Therefore a check of the impact on the
overall normalisation is performed when comparing the bremsstrahlung fractions found
in B+ → K+J/ψ (→ e+e−) data and simulation after the full selection chain. The overall
normalisation constants are then compared by combining the values in Table 5.14 across one
data-taking period with the same combination, but replacing the bremsstrahlung fractions
measured on simulation with the bremsstrahlung fractions measured on data. Differences
of 3.6% (Run 1) and 4% (Run 2) are found and assigned as systematic uncertainty to the
normalisation constant.

Track reconstruction efficiencies
The efficiencies of the very first selection steps are taken from simulation and cannot be cross-
checked on data, as the data are not clean enough to find a clear signal in the control modes.
While this is not a problem for the selection, as the requirements on the track combinations
to form a signal candidate have a very high efficiency, the track reconstruction efficiencies rely
on detector conditions, which are not always perfectly modelled in simulation. The track
reconstruction efficiencies can be measured on data with a tag and probe method [157] in
J/ψ → µ+µ− from b-hadron decays for muons. Since the track reconstruction efficiency
depends on the track kinematics,maps of the data-simulationdifferences in the reconstruction
efficiency are created, binning in η and p of the track. These maps are then convoluted with
the kinematic spectrum of the investigated track. As tracks between pions, kaons and muons
are similar, the samemaps can be used to obtain tracking efficiency corrections formuons and
hadrons, adding a systematic uncertainty of 1.1% to account for hadronic interactions in the
detector, which are taken from simulation. A similar method exists for electron tracks [158],
which behave significantly different in the detector from other tracks, but only for Run 2
data sets. Since the investigated decay modes are measured relative to a similar normalisation
mode, the efficiency corrections mostly cancel. Therefore in the B+ → K+µ±e∓ analysis
no systematic uncertainty is assigned. Only in the B0

(s) → e+e− the normalisation mode
contains an additional kaon track. On this kaon track the reconstruction efficiency correction
is determined and found to be unity within the uncertainty of the method and thus only an
uncertainty on the hadronic interactions of 1.1% is assigned as systematic uncertainty.
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5.7 Evaluation of systematic uncertainties

Difference between B0
s → e+e− and B0→ e+e−

In the B0
(s)→ e+e− analysis all efficiencies of the signal mode are measured with B0

s → e+e−

simulation and assumed to be similar between B0
s → e+e− and B0→ e+e−. The correctness

of this assumption is tested by comparing the efficiencies from the 2012 and 2016 data set
between B0→ e+e− and B0

s → e+e− simulation. A small difference of 2.5% (2012) and 2.1%
(2016) is found and assigned as systematic uncertainty to the B0→ e+e− normalisation for
the corresponding data taking period.

Summaries of all systematic uncertainties for the two investigated analyses are given in Ta-
bles 5.23 to 5.25, listing also the systematic uncertainties on the background model shape.
While all other uncertainties are applied to the normalisation factors, the background un-
certainties are assigned to the background yields in the fit to data instead. The uncertainties
on the background yields are in both cases the dominant systematic uncertainties. However,
due to their nature as searches for yet undicovered decays, the analyses are dominated by
the statistical uncertainties. The expected upper limits have been checked to be robust with
increasing the systematic uncertainties even to 20%
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Table 5.23: Systematic uncertainties assigned in the B0
(s)→ e+e− analysis. Wherever possi-

ble, the systematic uncertainty is calculated in each bremsstrahlung category (Brem. cat.)
separately, where “0” denotes no bremsstrahlung correction, “1” that one electron re-
ceives bremsstrahlung correction and “2” that electron and positron have bremsstrahlung
correction applied. The difference between B0 and B0

s only affects the B0 normalisation.

Systematic uncertainty [%]

Procedure Brem. cat. 2011 2012 2015 2016

Preselection 0 0.34 0.25 0.38 0.35
1 0.39 0.03 0.30 0.42
2 0.14 0.37 0.61 0.47

Trigger B0
(s)→ e+e− 0 2.11 1.93 1.56 2.22

1 0.70 1.23 0.44 0.29
2 4.11 5.29 4.15 4.95

Trigger B+→ K+J/ψ 0 1.42 2.97 5.24 0.06
1 4.32 4.74 2.52 0.83
2 3.55 3.42 2.00 0.58

BDT 0 2.22 3.03 4.06 1.37
1 1.86 1.87 3.23 0.18
2 2.29 1.30 0.97 0.39

PID (binning) 0 1.37 1.84 0.37 0.41
1 0.83 3.05 1.62 2.45
2 0.41 0.69 0.88 1.63

PID (sPlot ) 0 4.85 3.93 1.97 1.24
1 4.11 4.31 2.46 0.71
2 3.05 4.37 1.05 0.18

Mass resolution 0 0.8 0.8
1 0.7 0.6
2 1.1 1.1

nSPD mismodelling 0 1 1
1 1 1
2 1 1

Background shape 0 7.91 11.72
1 5.56 8.33
2 4.61 3.68

Brem. fraction all 3.6 4.0

Kaon tracking all 1.1

B0
s -B0 difference all 2.5 2.1
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5.7 Evaluation of systematic uncertainties

Table 5.24:Combined relative systematic uncertainty on the normalisation constants for the
B0
(s)→ e+e− analysis for the different samples of the final fit. The systematic uncertainties

for the difference between B0→ e+e− and B0
s → e+e− are not included and are added on

top of these uncertainties for the B0→ e+e− component.

Brem. category Run 1 [%] Run 2 [%]

0 5.82 4.69
1 6.56 4.24
2 6.29 6.23

Table 5.25: Summary of systematic uncertainties for the B+ → K+µ±e∓ analysis. The
values are in % unless stated otherwise.

Effect B+→ K+µ+e− B+→ K+µ−e+

Data–Simulation corrections 1.0 1.0
Electron-muon differences 1.4 1.4
Fitting model 2.1 2.1
PID corection - binning 3.3 4.6
PID correction - sPlot 3 3
Trigger 1.0 1.0
Simulation sample size 1.9 1.8

Background (not in %) 0.60 0.43

Total 5.9 6.7
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5.8 Results of the searches for B+→ K+µ±e∓ and

B0
(s)→ e+e−

In an extended maximum likelihood fit to the invariant B-mass distributions of the fully
selected data sets, the B0

(s) → e+e− and B+ → K+µ±e∓ branching fractions are obtained.
In these fits, the normalisation factors are Gaussian constrained to the measured values
with a width that is calculated from adding up its statistical and systematic uncertainties in
quadrature. Since no signal is expected to be found, an upper limit on the branching fractions
is prepared with the GammaCombo framework [78, 79], applying the CLS method [86],
determining the distributions of the one-sided test statistic [81] with pseudo experiments, as
discussed in Chapter 3.

In the search for B+→ K+µ±e∓ the number of observed events in the final selected mass
region was expected to be very low. With pseudo experiments according to the expected
number of observed events, the mass fit procedure was investigated and found to yield a
high rate of failed fits, where the signal shape was largely unconstrained. This situation was
improved by adding a ghost candidate with a very small weight of 1 % at the peak value of the
signal shape to the data set. While this ad-hoc approach yields a bias to the measurement of
the branching fraction, the procedure is repeated when generating pseudo experiments, thus
removing the bias in the limit.
To account for the systematic uncertainty on the background, the background yield is addi-
tionally varied in the generation of pseudo experiments, according to the relative systematic
uncertainty of the background, thus increasing the spread of the test statistic distributions in
the pseudo experiments and increasing the p-values.

In the search for B0
(s) → e+e− the branching fractions are obtained from a simultaneous

fit to six data sets, as the data are split by data-taking period and bremsstrahlung category.
Because the mass resolution of B0

(s)→ e+e− is much larger than the B0
s –B0 mass difference, as

demonstrated in Fig. 5.11, in the fit the contributions from B0
s → e+e− and from B0→ e+e−

cannot be disentangled. Therefore the mass distribution is fitted assuming either a pure
B0
s → e+e− contribution or a pure B0→ e+e− contribution, while the other signal decay is

being neglected.

Expected upper limits are calculated by generating pseudo experiments from a fit of the
background-only model to the data mass side bands. These result in expected upper limits at
90(95)%CL of

B(B+→ K+µ−e+) < 6.9(9.2)× 10−9,
B(B+→ K+µ+e−) < 10.2(12.7)× 10−9,

B(B0
s → e+e−) < 7.0(8.6)× 10−9, and

B(B0→ e+e−) < 2.5(2.5)× 10−9.
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Figure 5.11: Invariant-mass distribution B0
s → e+e− and B0 → e+e− candidates in sim-

ulation of the 2016 data set after the full selection. The distributions overlap strongly.
Therefore it is not feasible to estimate the branching fractions of the two contributions at
the same time.

As the B0
(s)→ e+e− analysis is performed simultaneously on six different data sets, in a step

before looking at the final result the consistency of the measurement in all six data sets was
investigated: while not printing the resulting branching fraction, each data set was fitted
individually and the resulting branching fractions were compared between the data sets. This
served as a check to understand whether especially backgrounds from the misidentification
of particles are correctly modelled, because those vary strongly between the bremsstrahlung
correction categories. It also testedwhether theRun1 andRun2measurements are consistent.
Because all branching fractionswere consistentwithin2.5 standard deviations, the final results
were calculated.

5.8.1 Results of the searches for B+→ K+µ±e∓ decays

In the uncovered signal region, the B+ → K+µ+e− yields 2 events (3.93 ± 1.14 expected
from background only), while in the B+→ K+µ−e+ sample 1 event is observed (0.88± 0.63
expected from background only), well in agreement with background the background-only
hypothesis, as is seen in Fig. 5.12. Therefore the observed upper limits are significantly lower
(slightly higher) than the expected upper limits in the B+ → K+µ+e− (B+ → K+µ−e+)
mode and result in

B(B+→ K+µ−e+) < 7.0(9.5)× 10−9

B(B+→ K+µ+e−) < 6.4(8.8)× 10−9

at 90(95)%CL. The corresponding CLS-value curves are shown in Fig. 5.13.

The three-body final state of the decay allows for model-dependent variations in the kine-
matic distributions of the final state particles, which can have an effect on the overall selection
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Figure 5.12: Invariant-mass distributions of the (left) B+→ K+µ−e+ and (right)
B+→ K+µ+e− candidates obtained on the combined data sets recorded in 2011 and
2012 with background only fit functions (blue continuous line) and the signal model nor-
malised to 10 candidates (red dashed line) superimposed. The signal window is indicated
with grey dotted lines. The difference between the two distributions arises dominantly
from the effect of them(K+ℓ−) requirement to veto decays involvingDmesons.
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Figure 5.13: CLS values as a function of the branching fractions of the decays (left)
B+→ K+µ−e+ and (right) B+→ K+µ+e−. The red solid line (black solid line with data
points) corresponds to the distribution of the expected (observed) upper limits, and the
light blue (dark blue) band contains the 1σ (2σ) uncertainties on the expected upper limits.
Thresholds corresponding to 90% and 95%CL are indicated with dashed lines.
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Figure 5.14: Efficiency of (left) B+→ K+µ−e+ and (right) B+→ K+µ+e− as function of
the squared invariant massesm2

K+e−(+) andm2
K+µ+(−) . The variation of efficiency across

the Dalitz plane is due to the applied vetoes. The efficiencies are given in per mille.

efficiency, thus potentially lowering or increasing the observed upper limit in the individual
decaymodels. For computing the efficiencies in this analysis, the final state particle kinematics
are assumed to be evenly distributed in the Dalitz variables [159]m(Kµ)2 andm(Ke)2. To
allow a recasting of the limit, the efficiency distribution is provided across these variables
in Fig. 5.14. Convoluting the kinematic distributions of the model with the efficiency dis-
tributions, the observed upper limit can be reinterpreted individually for each model. The
efficiency maps show also the effect of the vetoes that have been applied.

The results obtained in this analysis improve the previous upper limits on the branching
fractions of B+→ K+µ±e∓ decays [57] by more than an order of magnitude and impose
strong constraints on several scenarios for physics beyond the SM, like models involving
leptoquarks and new heavy bosons, discussed in Refs. [51–54]. These scenarios predict
branching fractions of up toO(10−8). Since the measurements are statistically dominated,
with including the data collected by the LHCb in Run 2 and future data taking periods, even
stronger constraints will be possible, as discussed in Chapter 7 (if no B+→ K+µ±e∓ decays
will be discovered). Although the models from Refs. [51–54] will not completely be ruled
out, the possible coupling strength of the proposed interactions will be greatly decreased,
which would disfavour those models.

5.8.2 Results of the searches for B0
(s)→ e+e− decays

The fits to them(e+e−)mass after uncovering the signal region yield

B(B0
s → e+e−) = (2.4± 4.4)× 10−9,

B(B0→ e+e−) = (0.30± 1.29)× 10−9,
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Figure 5.15: Simultaneous fit to the dielectron invariant-mass distribution in all categories,
withB(B0→ e+e−)fixed to zero.The top figures show the three bremsstrahlung categories
in the Run 1 data set and the bottom figures show the Run 2 data set. From left to right,
the data sets correspond to the bremsstrahlung correction category with no correction,
correcting one electron and correcting both electrons.

where the uncertainties comprise statistical and systematic uncertainties. Thus the results are
consistent with zero, following the prediction of the SM.The uncertainties on theB0→ e+e−
branching fraction are smaller with respect to the B0

s → e+e− measurement by about the
factor fs/fd, which is by far the dominant difference between the two measurements. The
mass distributions of all investigated data sets are shown in Fig. 5.15 for the fit using the
B0
s → e+e− hypothesis and in Fig. 5.16 for the fit using the B0→ e+e− hypothesis.

The measurements are translated into upper limits of

B(B0
s → e+e−) < 9.4(11.2)× 10−9,

B(B0→ e+e−) < 2.5(3.0)× 10−9,

at 90(95)%CL, which are slightly higher than the expected upper limits, as the measured
branching fraction is above zero. The corresponding CLS curves are shown in Fig. 5.17.

Due to the sizeable decay width difference between the heavy and light mass eigenstate of
the B0

s meson, its lifetime varies significantly with the CP parameterA∆Γ. While in the SM
the decay proceeds purely through the CP-odd heavy mass eigenstate, i.e.A∆Γ = +1, in
models beyond the SM other CP admixtures might be realised, up toA∆Γ = −1. Therefore
corrections to the result using the values of A∆Γ = {−1; 0; 1} are computed, following
a strategy described in Ref. [160]. The decay-time-dependent acceptance shape ε(t) is ex-
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Figure 5.16: Simultaneous fit to the dielectron invariant-mass distribution in all categories,
withB(B0

s → e+e−)fixed to zero.The top figures show the three bremsstrahlung categories
in the Run 1 data set and the bottom figures show the Run 2 data set. From left to right,
the data sets correspond to the bremsstrahlung correction category with no correction,
correcting one electron and correcting both electrons.

tracted by dividing the decay time distribution by the theoretical model. This is then used to
determine the correction factor

δ =
εA∆Γ

εMC (5.22)

=

∫∞
0
(RH e−ΓH t + RLe−ΓLt)ε(t)dt∫∞
0
(RH e−ΓH t + RLe−ΓLt)dt

×
∫∞
0
e−ΓMC tdt∫∞

0
e−ΓMC tε(t)dt

, (5.23)

where ΓH/L are the widths and RH/L the fractional contributions by the heavy/light mass
eigenstate, definingA∆Γ as

A∆Γ =
RH − RL

RH + RL
. (5.24)

This leads to a correction factor of∓2.4% for the scenariosA∆Γ = ±1with respect to the
results quoted above, which correspond to an equal admixture of heavy and light eigenstate
A∆Γ = 0. As the decaywidth differences between light and heavy eigenstate aremuch smaller
for B0 mesons than for B0

s mesons, the effect of different CP eigenstates can be neglected for
B0→ e+e−.

To investigate the correlation of the measurements of B(B0
s → e+e−) and B(B0→ e+e−)

further, a simultaneous fit to the data including both components is performed, finding

B(B0
s → e+e−) = (5± 7)× 10−9,

B(B0→ e+e−) = (−0.85± 2.17)× 10−9,
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Figure 5.17: CLs values as a function of the branching fractions of the decays (left)
B0
s → e+e− and (right) B0→ e+e−. The red solid line (black solid line with data points)

corresponds to the distribution of the expected (observed) upper limits, and the light blue
(dark blue) band contains the 1σ (2σ) uncertainties on the expected upper limits. Thresh-
olds corresponding to 90% and 95%CL are indicated with dashed lines. The observed
values are plotted for branching fractions greater than the measured branching fraction in
the data; the test statistic is defined to be nonzero only in that region.

with a correlation of

ρ[B(B0
s → e+e−),B(B0→ e+e−)] = 79.0%.

This is visualised in the two-dimensional confidence contours in Fig. 5.18, where the p-values
are computed with asymptotic formulae [81] using the likelihood ratio test statistic Eq. (3.1).
This check proves again that because of the very high correlation, it is not feasible to deter-
mine B(B0

s → e+e−) and B(B0→ e+e−) at the same time and therefore the upper limits are
computed independently.

The limits computed in this analysis are about 30 times smaller than previous limits on
these decays and for the first time constrain the allowed region of universal scenarios for
physics beyond the SM in the scalar and pseudo-scalar sector [68], as is seen in Fig. 5.19.With
analysis improvements and more data, as discussed in Chapter 7, even stronger limits will be
possible, further controlling the potential enhancements of scalar and pseudo-scalar currents
in b→ sℓ+ℓ− transitions.
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Figure 5.18: Two-dimensional profile likelihood contours of the B(B0
s → e+e−) and

B(B0→ e+e−)measurement containing the 68% and 95% confidence regions. The two
branching fraction measurements are strongly correlated.
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Figure 5.19: Illustration of the (left)B0→ ℓ+ℓ− and (right)B0
s → ℓ+ℓ− branching fractions

that compares the newmeasurement discussed in this chapter with the SM predictions
and (pseudo-)scalar New Physics scenarios [68]. The new measurement reaches the space
allowed by the New Physics scenarios.
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6 Analysis of B0
(s)→ µ+µ− decays with the

full LHCb data set

The analysis of B0
(s)→ µ+µ− decays aims at the measurement of their branching fractions,

as well as the determination of the effective lifetime of B0
s → µ+µ− decays. Contrary to the

analyses discussed in Chapter 5, which have not been performed with the LHCb experiment
before. The last update [73] studied B0

(s)→ µ+µ− with about half the current data set and
investigated the optimal selection for the analysis, the analysis is well established.Therefore the
current analysis with the full Run 1+2 data set concentrates on the review of data-simulation
corrections as well as the description of background components, as the uncertainties due
to those parts were large in the previous analysis. Additionally to the measurement of the
B0
(s)→ µ+µ− branching fractions, the analysis now includes a search for the B0

s → µ+µ−γ
decay, which could become visible as a shoulder in them(µ+µ−)mass sideband below the
signal region [161]. As the analysis has many contributors, the focus in this thesis is laid
only on the parts of the analysis that I mainly contributed to. These comprise the early
validation of 2017 and 2018 data, the estimation of background components, in particular
backgrounds from B+

c →J/ψ µ+νµ decays, as well as the fit to the invariant dimuon mass and
the extraction of the branching fraction measurements. Therefore this chapter only briefly
discusses the selection strategy in Section 6.1, while focussing on the validation of the newly
studied data sets. Themost important aspects in the correction of data-simulation differences
are highlighted in Section 6.2 and the normalisation is reviewed in Section 6.3. Studies of
background components in the extraction of the result are summarised in Section 6.4 with a
detailed discussion of the background from B+

c →J/ψ µ+νµ decays. Finally, the chapter closes
with the description of the fit model and the determination of the expected results of the
B0
(s)→ µ+µ− branching fractions in Section 6.5. Themeasurement of the effective lifetime of

B0
s → µ+µ− decays and the search for B0

s → µ+µ−γ decays, which are performed in the same
analysis, are beyond the scope of this thesis and are therefore not discussed. As the analysis is
currently still being reviewed by the LHCb collaboration, the final results are not shown in
this thesis. An outlook on the remaining parts to finalise the measurement is discussed also in
Section 6.5.

93



6 Analysis of B0(s)→ µ+µ− decays with the full LHCb data set

6.1 Analysis strategy and validation of the 2017 and

2018 data sets

The previous analysis studied the B0
(s) → µ+µ− decays with data collected by the LHCb

experiment in Run 1, 2015 and part of 2016 [73], amounting to an integrated luminosity of
4.4 fb−1. In this analysis round the rest of the data collected in 2016, adding 0.57 fb−1 to the
previously analysed 1.1 fb−1, and data collected in 2017 and 2018 are added to the total data
set, corresponding to 9 fb−1. While the Run 1 data are left untouched, the Run 2 data are
reanalysed, meaning that the selection efficiencies and distributions are redetermined and
recalibrated with new sets of simulation.

The branching fractions are measured relative to two normalisation modes with precisely
known branching fractions, B+ → K+J/ψ (→ µ+µ−) and B0 → K+π−. This has the
advantage that B0 → K+π− decays have the same decay topology as B0

(s) → µ+µ− decays,
whereas the more abundantly reconstructed B+→ K+J/ψ (→ µ+µ−) decay has two muons
in the final state and inhibits therefore a very similar behaviour with respect to B0

(s)→ µ+µ−
in the trigger and the PID selection.

Since the selection is almost the same as in the previous analysis [73], it is only summarised here
and described in more detail in Appendix A. It consists of an experiment-wide preselection
on top of which some loose requirements are added on track and vertex qualities, as well as
vertex displacement from the PV and fiducial kinematic requirements with the aim to reduce
the data set to a manageable size while keeping a high signal efficiency. A loose requirement
on a preselection BDT is applied with 92% signal efficiency to remove a large fraction of
background before fine-tuning the selection.

Additionally, a veto against B+
c → (J/ψ →µ+µ−)µ+νµ decays is applied. It requires the

invariant-mass combination of a signal muon and any other non-signal track in the event
to be outside the J/ψ mass region, where the non-signal track is identified as a muon. This
veto has a very high signal efficiency of 99.7% to 99.8% and reduces the background from
B+
c →J/ψ µ+νµ decays by 67%.

A most inclusive trigger selection is applied to select B0
(s) → µ+µ− and B+ → K+J/ψ

decays in order to maximise the efficiency for the B0
(s)→ µ+µ− decays. This leads to an

efficiency of the trigger system of 96% for B0
(s)→ µ+µ− decays and 90% for B+→ K+J/ψ

decays. The difference arises dominantly from kinematic differences between the muons
from B0

(s) → µ+µ− and the muons from B+ → K+J/ψ . To have a signature in the trigger
as similar as possible to the signal B0

(s)→ µ+µ− decays, B0→ K+π− candidates are selected
by requiring an inclusive TIS selection at the L0 and HLT1 stages and requiring TOS on
topological two-body trigger lines at the HLT2 stage. Contrary to the previous analysis the
inclusive TIS selection is modelled as a combination of exclusive trigger selections to facilitate
the efficiency calculation. This strategy yields an efficiency of 4 % in Run 1 and 7% in Run
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2. The strong difference between the Run 1 and Run 2 efficiencies is due to a thorough
reoptimisation of the trigger requirements for Run 2 [96, 112].

To suppress backgrounds from particle misidentification, stringent PID requirements are
imposed on the muons with an efficiency of 81% (Run 1) and 84% (Run 2). The selection
has been chosen to optimise the B0 → µ+µ− signal sensitivity [162]. The discrimination
of muons from pions and kaons is limited by the fact that pions and kaons can decay into
muons while flying through the detector. The muons resulting from the decays in flight are
hardly distinguishable frommuons produced directly in b-hadron decays.

The final selection is applied by constructing a selection BDT, which relies on the decay
topology of B0

(s) → µ+µ− and track isolation variables, where the track isolation variables
are again BDT classifiers with the aim to provide a measure of how well the signal tracks
are separated from other tracks in the event. The isolation variables have been developed
specifically for the analysis of B0

(s)→ µ+µ− decays [162]. No requirements are imposed on
the selection BDT. Instead the BDT output distribution is transformed to be flat in a range
between 0 and 1 in signal simulation (backgrounds from randommuon track combinations
accumulate at lowBDTvalues) and then thefinal branching fractionmeasurement is obtained
by simultaneously fitting the dimuon mass distribution in bins of the flat BDT output
distribution. The simultaneous fit of multiple BDT bins allows to exploit the distribution of
the BDT and thus enhance the sensitivity with respect to selecting only one region of BDT
output distribution.

To check whether this strategy, developed for a subset of the data taken in 2011–2016, can
be applied to the newly added data taken in 2017 and 2018 as well, the distributions of the
selection variables are compared for the Run 2 data sets. The distributions of the invariant
mass and the selection BDT are shown in Fig. 6.1 for the normalisation modes and Fig. 6.2
for the signal mode, proving that the data are consistent throughout Run 2. Very small
differences are visible in Fig. 6.2 in the 2017 and 2018 data sets with respect to the 2015
and 2016 data sets due to small reconstruction changes and small trigger adjustments. For
example the parametrisation of hit uncertainties in the VELO has been changed, leading to a
slightly different track reconstruction. However, these differences have negligible effects on
the signal and normalisation modes.

Between the previous and the current analysis, the 2015 and 2016 data sets have been repro-
cessed in an experiment-wide campaign. Comparing the reprocessed samples with the samples
used in the previous analysis, some small differences are found. Because the previous analysis
was published shortly after taking its data, part of its quality evaluating procedure had not
been completed. Comparing the samples after the experiment-wide preselection leads in the
comparison with the reprocessed samples to a small loss of about 3 % in 2015 data, because
some subsamples had been reevaluated as “bad” very late and subsequently removed. On the
contrary some increase of 17 % is found in 2016 data due to later quality evaluation.However,
these differences are checked to affect only candidates that are anyhow removed after applying
the preselection and therefore do not affect the analysis. The B+ → K+J/ψ yields match
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Figure 6.1: Comparison of the fully selected invariant mass distributions (top) and the BDT
distribution (bottom) of B+→ K+J/ψ events (left) and B0→ K+π− events (right) for
all Run 2 data taking years. While the BDT distribution of B+→ K+J/ψ is background
subtracted with the sPlot method, the background is suppressed for the B0 → K+π−

distributions by requiring BDT> 0.25. The normalisation modes are very consistent
between the years.
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Figure 6.2:Comparison of the BDT (top) andmass distributions (bottom) for fully selected
dimuon sideband data (left) and the B0

s → µ+µ− simulation (right) of all Run 2 data
taking years. The data are consistent across Run 2, as reproduced in simulation. Small
differences in the BDT distributions of the dimuon sidebands are visible for the 2017 and
2018 data sets with respect to the 2015 and 2016 data sets. The differences arise from small
trigger adjustments and small reconstruction changes.
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Table 6.1: Yields of the normalisation modes compared over the data taking years of Run
2 with statistical and systematic uncertainties combined, assuming an uncertainty of 5 %
for the luminosities per year, since the luminosities are uncalibrated. The values in square
brackets denote the values from the previous analysis [73], where only a subset of the 2016
data was used. The yields are consistent with the luminosity increase with the exception
of 2015, where the trigger and PID algorithms are different. A stricter trigger selection is
used for B0→ K+π− with respect to the previous analysis, leading to lower B0→ K+π−

yields.

Year NB0→K+π− NB0→K+π−/ fb−1 NB+→K+J/ψ NB+→K+J/ψ / fb−1

[103] [103] [105] [105]

2015 4.43± 0.14 13.4± 0.8 1.676± 0.005 5.08± 0.25
[2015] 8.6± 0.8 26.1± 2.7 1.667± 0.004 5.05± 0.25
2016 23.7± 0.6 14.2± 0.8 10.369± 0.015 6.21± 0.31
[2016] 28.4± 2.5 25.8± 2.6 6.843± 9.000 6.22± 0.31
2017 24.3± 0.5 14.2± 0.8 10.820± 0.014 6.33± 0.32
2018 27.5± 0.6 12.6± 0.7 13.208± 0.015 6.03± 0.30

very well after the preselection between the previous analysis and the current analysis. The
B0→ K+π− andB+→ K+J/ψ yields after the preselection are listed inTable 6.1, normalised
to the luminosity of the years and compared to the previous analysis. A good agreement is
found between the previous analysis and the current one in the B+→ K+J/ψ mode and also
a good agreement throughout Run 2 is found. However, notably the B0 → K+π− yields
are smaller in the current analysis, as for this channel the trigger selection has been modified.
This improved the fit stability and allowed a more precise efficiency estimate and thus smaller
systematic uncertainties. A small decrease in the normalisation yields per fb−1 is found in
2018 due to an adjustment of trigger thresholds in the L0 trigger. The differences are taken
into account in the calculation of the efficiencies.

6.2 Corrections for data-simulation differences

This section outlines the various corrections that are applied to simulation to take into
account data-simulation differences.

Kinematic and reconstruction effects are corrected by reweighting simulation in pT, ηand χ2IP
of the B-meson candidate with a Gradient Boosting reweighting technique [133] similar to
the method described in Section 5.3.2 for the B0

(s)→ e+e− analysis. In order to account for
possible differences in themismodelling of theB0

s andB0 hadronisation, different reweightings
for B0 → µ+µ− and B0

s → µ+µ− are applied. To correct B0 → µ+µ− simulation, the
B+ → K+J/ψ mode is used (assuming a similar hadronisation of B0 and B+), while for
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6.2 Corrections for data-simulation differences

B0
s → µ+µ− the mode B0

s → J/ψ ϕ is exploited, selected as similar as possible to the signal
decay.

The track reconstruction efficiency has been measured on data for muons [157] relative to
the reconstruction efficiency onMC in maps of the track kinematics and can be adapted to
pions and kaons as well, as they have similar track properties. By convoluting the kinematic
distributions of the tracks with the correction maps, the total correction factor for each
track per sample is obtained. Although many uncertainties cancel out in the normalisation,
uncertainties on the correction from the limited knowledge of the amount of material inter-
action of pions (1.4%) and kaons (1.1%) in the detector do not completely cancel due to the
additional kaon in B+→ K+J/ψ and the different particle types with respect to the signal in
B0→ K+π− decays.

Trigger efficiencies are computed with the TISTOS method [143] on B+ → K+J/ψ in a
similar way as in the B0

(s) → e+e− analysis discussed in Section 5.5.1 and in that way are
obtained directly from data. The efficiencies are measured in bins of the maximummuon
pT and the product of the pT of the two muons and are convolved with the distributions of
B0
(s)→ µ+µ− simulation to obtain the signal trigger efficiencies. Since the trigger efficiencies

are slightly correlated with the selection BDT, the method described above is performed in
bins of the BDT classifier. To determine the trigger efficiencies for B0→ K+π−, a similar
strategy is adopted for the L0 and HLT1 trigger stages where the trigger relies on signatures
in the remainder of the event due to the TIS requirement. Therefore for the application of
the TISTOS method, the efficiencies are binned in p and η of the B candidate, which are
stronger correlated with the remainder of the event. The trigger efficiencies for the HLT 2
stage, which requires TOS for topological trigger lines, are taken directly from simulation, as
the decay topology is found to be described well in simulation.

PID efficiencies are determined from data calibration samples with the PIDCalib pack-
age [134] in bins of the selection BDT, similar to the approach discussed previously in
Section 5.3.3. However, in the course of this analysis the estimate of π–µ andK–µmisidenti-
fication has been found to be strongly biased for small misidentification probabilities with
this approach. The dominant reason for the misidentification as muons is that pions and
kaons can decay into muons while flying through the detector, which has the following
effects, as illustrated in Fig. 6.3: on the one hand their reconstructed momentum will be
significantly different from the original hadron momentum, thus leading to a large tail in
the D0 invariant-mass in the D0 → K−π+ calibration sample, which is not described by
the fit and correlates theD0 invariant-mass with the hadron momenta. Therefore the sPlot
method [131], that is used in the PIDCalib package to extract pure signal momentum and pT
distributions, does not hold anymore. On the other hand a relevant fraction of the large tail
is reaching out of selection range of the calibration sample and is thus unaccounted for.

The two effects are corrected for with two different procedures: the correlation between
D0 invariant-mass and momentum is accounted for by determining the misidentification
efficiencies in eachmomentum bin from a fit to the calibration data before and after applying
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Figure 6.3: Invariant-mass distribution ofD0 → K−π+ decays from high statistics simula-
tion. Calibration data fromD0 → K−π+ decays are used to determine misidentification
efficiencies. The left plot shows the distribution without PID requirements (black) and
with PID requirements on the pion (blue). A large tail due to decays in flight becomes
visible with the PID requirement, which reaches out of the mass window of PIDCalib:
m(K−π+) ∈ [1825, 1910] MeV/c2. The right plot shows a fit to the mass distribution
where the pion track must pass the muon PID selection. The shape of the red component
is included in the PIDCalib approach, while the yellow component is the additional tail
arising from pion decays in flight and is not modelled in the PIDCalib methods.

the PID selection instead of using the sPlot method. In these fits the large tail of the signal
distribution is taken into account. The amount of decays reaching out of the selection
window is determined using large simulated samples. The two procedures lead to an increase
of the misidentification efficiency by up to 70%, while reducing the overall uncertainty of
the procedure frommore than 50% in the previous analysis to less than 10%.
The validity of the corrections is verified with B0→ K+π− decays in an independent check
on data: candidates of B0→ K+π− are selected with one of the tracks fulfilling the muon
PID criterium of the signal selection and being selected by muon triggers and the other
being either identified as a kaon or a pion. Its yield is then corrected by the hadron–muon
misdentification estimates with the methods sketched above and compared to B0→ K+π−

candidates where one track is identified as a kaon and the other track is identified as a pion,
which are used for the normalsiation of B0

(s) → µ+µ− decays. The comparison is given
in Fig. 6.4 for Run 2 and shows good agreement between the two approaches, validating the
misidentification efficiency determination described above. The uncertainty of this check
is assigned as systematic uncertainty to the misidentification efficiencies. Since the PID
efficiency is correlated to the selection BDT, the efficiencies and validations are binned in
the BDT response. The excellent description of the misidentification probabilities is a major
improvement with respect to the previous analysis and a crucial ingredient to the signal
sensitivity, as B→ hh(′) decays with h = π, K are the main source of background peaking
close to the signal region.
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Figure 6.4: B0→ K+π− events of the full Run 2 data set as reconstructed the from h− µ
fit (black), corrected by misidentification probabilities, and reconstructed from the nor-
malisation selection (blue). The two distributions match very well.

To model the fraction of events falling into each bin of the selection BDT correctly, further
data–simulation corrections have tobe applied.TheBDTuses observables related to event and
decay topology and its modelling in simulation can be compared to data via the B0→ K+π−

and B0
s → K+K− modes, which have the same decay topology as B0

(s)→ µ+µ−. Again the
B0
s and B0 decays are treated separately to correctly take into account potentially different

mismodellings of the hadronisation process. It is found that the simulation is not sufficiently
corrected using the reweighting discussed in the beginning of this section, mainly because
the isolation variables correlate the BDT distribution with the remainder of the event, which
is not perfectly described in simulation due to reasons discussed in Section 5.3.2. Therefore
an additional two-dimensional binned reweighting is performed in the nTracks variable
(describing the track multiplicity in the event) and the BDT distribution itself by comparing
data and simulation in the B+ → K+J/ψ mode, as shown exemplary for the 2018 data
sample in Fig. 6.5, where the dimuon combination is used as a proxy for the B0

(s)→ µ+µ−

topology.Theseweights are then applied to theB0→ K+π−,B0
s → K+K− andB0

(s)→ µ+µ−

modes, proving good agreement between data and corrected simulation in the B0→ K+π−

and B0
s → K+K− modes, as also demonstrated in Fig. 6.5. Therefore the BDT fractions

for B0
(s) → µ+µ− are taken from reweighted B0

(s) → µ+µ− simulation, which reduces the
uncertainty to about 1 % compared to the previous analysis, where the BDT fractions had
been taken from B0→ K+π− recorded data, yielding uncertainties of about 10%.

Finally, for the correct modelling of the B0
s → µ+µ− efficiencies, the CP structure has to be

taken into account due to the large difference in the decay widths and therefore lifetimes
between the heavy and the light eigenstate of the B0

s meson. While in simulation an average
lifetime of heavy and light eigenstates is assumed, in the SM only the heavy eigenstate can
decay into a dimuon pair (A∆Γ = +1). As the selection, especially the final BDT, is correlated
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Figure 6.5: BDT distributions on background-subtracted data and simulation for the year
2018. The left plot compares B0

s → µ+µ− (blue) and B+ → K+J/ψ simulation (red)
against background-subtracted B+→ K+J/ψ data (black). Although the distributions are
slightly different from B0

(s)→ µ+µ− due to a different decay topology and muon kinemat-
ics, the difference between simulation and data can be reweighted in the B+→ K+J/ψ
mode and the weights then applied to B0

(s)→ µ+µ−, B0→ K+π− and B0
s → K+K− sim-

ulation. The right plot compares the resulting normalised reweighted B0→ K+π− BDT
distribution in simulation (blue) against data (black). Statistical uncertainties are marked
with solid error bars, while systematic errors are added with dashed bars. Within the uncer-
tainties, the distributions are consistent.

to the decay time of the B0
s meson, BDT dependent correction factors are determined in a

similar way as discussed in Section 5.8.2 to interpret the result in the SM scenario.

The mass distributions of the B0 → µ+µ− and B0
s → µ+µ− components are described by

double Crystal Ball functions (similar to the model described in Section 5.3.1) with their
parameter values calibrated from data: the mean of the Gaussian cores is determined from
B0 → K+π− and B0

s → K+K− decays and the width is interpolated from fits to cc- and
bb-resonances. The tail parameters are determined from simulation, which is smeared with
the resolution found with the fit to the cc- and bb-resonances. A separate set of parameters is
used for Run 1 and Run 2 and correction factors are applied to take into account small BDT
dependences of the signal shape.
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6.3 Normalisation

The yield of B0
(s)→ µ+µ− decays,NB0

(s)→µ+µ− , obtained from a fit to the dimuon invariant-
mass, is converted into a measurement of branching fractions via the formula

B(B0
(s)→ µ+µ−) =

αd(s)︷ ︸︸ ︷
fd
fd(s)

1∑
y∈Run〈β(y)〉ε

(y)
B0
(s)→µ+µ−

×NB0
(s)→µ+µ− , (6.1)

where αd(s) denotes the single event sensitivity for B0
(s) → µ+µ− in each Run. The factor

〈β(y)〉 is summed for all data taking years in one Run and defined as the uncertainty-weighted
average of

βB+→K+J/ψ =
NB+→K+J/ψ

B(B+→ K+J/ψ )× εB+→K+J/ψ
and

βB0→K+π− =
NB0→K+π−

B(B0→ K+π−)× εB0→K+π−
.

(6.2)

The normalisation decay yields NB+→K+J/ψ and NB0→K+π− are obtained from fits to se-
lected data, as reported earlier in Table 6.1. Signal and normalisation efficiencies εB0

(s)→µ+µ− ,
εB+→K+J/ψ , and εB0→K+π− are obtained from simulation and calibrated on data as sketched in
Section 6.2 and further discussed in this chapter. Another important ingredient and domi-
nant systematic uncertainty for themeasurement of theB0

s → µ+µ− branching fraction is the
hadronisation fraction ratio fs/fd of b-hadrons, for which a combination of existing measure-
ments by the LHCb collaboration is currently being developed [163] to reduce its uncertainty
from 5% to 3.3%. As discussed for the B0

(s)→ e+e− analysis in Section 5.5.4, also this com-
bination manifests that fs/fd is dependent on the centre-of-mass energy, and thus different
values will be used for the Run 1 normalisation than for the Run 2 normalisation. However,
as the combination is not ready by the time of handing in this thesis, the results quoted in
this chapter use the most precise single measurement, yielding fs/fd = 0.244± 0.012 [164].
Since it is known to hold to good accuracy [49], fu = fd is assumed, as in the analyses discussed
before. Further relevant inputs to the normalisation are the normalisation mode branching
fractions B(B+ → K+J/ψ ) = (6.00± 0.16)× 10−5 (including B(J/ψ → µ+µ−)) and
B(B0→ K+π−) = (1.96± 0.05)× 10−5, which are taken from the world averages com-
puted by the PDG group [21]. Next to fs/fd, the precision of the normalsiation branching
fractions constitute also to a relevant systematic uncertainty.

The signal and normalisation efficiencies are calculated split in selection stages as

ε = εAcc × εRecSel|Acc × εTrig|RecSel. (6.3)
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Table 6.2: Summary table of the single event sensitivities and expected signal yields forRun 1,
Run 2 and combined. The single event sensitivities are also given separately for the two
normalisation modes. A good agreement between the two normalisation modes is found.

B0→ µ+µ− B0
s → µ+µ−

Run 1
αB+→K+J/ψ (2.90± 0.11)× 10−11 (1.06± 0.07)× 10−10

αB0→K+π− (2.80± 0.12)× 10−11 (1.01± 0.08)× 10−10

αcombined (2.87± 0.09)× 10−11 (1.05± 0.07)× 10−10

Nexp 3.58± 0.20 34.8± 2.6

Run 2
αB+→K+J/ψ (8.9± 0.3)× 10−12 (3.22± 0.21)× 10−11

αB0→K+π− (8.4± 0.4)× 10−12 (3.07± 0.22)× 10−11

αcombined (8.75± 0.19)× 10−12 (3.19± 0.19)× 10−11

Nexp 11.8± 0.6 114.9± 8.4

All
αB+→K+J/ψ (6.78± 0.22)× 10−12 (2.47± 0.16)× 10−11

αB0→K+π− (6.5± 0.3)× 10−12 (2.36± 0.16)× 10−11

αcombined (6.71± 0.13)× 10−12 (2.45± 0.15)× 10−11

Nexp 15.4± 0.8 149.7± 10.8

The efficiency of the detector acceptance εAcc is evaluated on simulation. Similarly, the re-
construction and selection efficiencies are obtained from simulation, but corrected for data-
simulation differences in the track reconstruction efficiencies and the PID efficiencies. Trig-
ger efficiencies are obtained directly from data using the TISTOS method [143] for the
B+→ K+J/ψ mode and are transferred to the B0 → K+π− and B0

(s) → µ+µ− modes as
outlined in Section 6.2. The resulting single event sensitivities are given in Table 6.2 and
converted into expected signal yields by multiplying with the SM values of the branching
fractions [16].

Several cross-checks of the correctness of the normalisation are performed, themost important
one being the branching fraction ratio measurement of

B(B0→ K+π−)

B(B+→ K+J/ψ )
=

NB0→K+π−

NB+→K+J/ψ
×
εB+→K+J/ψ

εB0→K+π−
× fu
fd

(6.4)

measured independently for each year. This is especially important, as both B0→ K+π− and
B+→ K+J/ψ enter the normalisation, but have different trigger and particle identification
strategies. The values obtained for each year are listed in Table 6.3 and show excellent consis-
tency over all years of data taking. The combination is found to be consistent with respect to
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6.3 Normalisation

Table 6.3: Ratio of the branching fractions of B+ → K+J/ψ and B0 → K+π− decays
(including the sub-decay J/ψ → µ+µ−) obtained from data and compared with the ratio
of the world average values (PDG) [21].

Year NB+→K+J/ψ [105] NB0→K+π− [103] εB+/εB0 B(B0→K+π−)
B(B+→K+J/ψ )

PDG 0.326± 0.012

2011 3.479± 0.008 3.73± 0.12 32.4± 1.2 0.347± 0.017
2012 7.780± 0.012 10.32± 0.20 25.4± 0.7 0.337± 0.011
2015 1.676± 0.005 4.43± 0.14 12.9± 0.5 0.341± 0.016
2016 10.369± 0.015 23.68± 0.34 15.2± 0.5 0.347± 0.012
2017 10.820± 0.014 24.3± 0.4 15.2± 0.5 0.342± 0.011
2018 13.208± 0.015 27.78± 0.33 16.2± 0.5 0.341± 0.011

All 0.342± 0.005

the ratio of the world averages [21] at 1.1σ . Although this level of compatibility is already
excellent, one point has to be considered in this check: the ratio of hadronisation fractions
is assumed to be fu/fd = 1 for the world averages of the branching fractions used in this
check, which use measurements of the Belle and BaBar experiments. While there is no such
measurement of fu/fd in LHCb, the HFLAV average of the Belle and BaBar experiments for
the production of two charged over two neutralB hadrons is f +/−/f 00 = 1.059±0.027 [49].
It is expected to deviate from unity, since in those experiments Bmesons are produced from
Υ(4S) decays, which results in small differences in the phase space of B+ and B0 mesons.
Correcting by this factor would bring the combined value of all data taking years from 0.342
to 0.323, in perfect agreement with the ratio of the world averages. In the normalisation with
respect to the B0

s mesons however, it is not clear whether the fu value should be increased or
the fd value decreased, so the f +/−/f 00 average fromRef. [49] is not used. In that way the
full normalisation, being the weighted average of the two channels, covers for any possible
difference between LHCb with its hadronic B-meson production and the Belle and BaBar
experiments, where Bmesons are produced fromΥ(4S) decays.

The dominant systematic uncertainties in the normalisation arise from the limited knowl-
edge of the hadronisation fraction ratio fs/fd of about 5 % (which will decrease using the
ongoing combination) and the knowledge of the normalisation branching fractions of 2.7%,
since B+→ K+J/ψ dominates the normalisation. Furthermore the precision of track recon-
struction efficiency estimates and PID efficiency estimates are limited to 1% each, yielding
subdominant systematic uncertainties.

105



6 Analysis of B0(s)→ µ+µ− decays with the full LHCb data set

6.4 Background estimation

In the final mass fit several components are left additional to the B0
(s)→ µ+µ− decays, which

are described and computed individually:

• B→ hh(′) (h, h′ = K, π) decays, with both kaon and pion misidentified as muons,
which peak in the B0

(s)→ µ+µ− signal region;

• B0 → π−µ+νµ decays, with the pion misidentified as a muon, which contribute to
the left mass sideband only;

• B0
s → K−µ+νµ decays, with the kaon misidentified as a muon, also contributing to

the left mass sideband only;

• B+ → π+µ+µ− and B0 → π0µ+µ− decays, with two true muons in the final state,
also these only appear in the left mass sideband;

• Λ0
b → pµ−νµ decays, with the proton misidentified as a muon, which mainly appears

in the left mass sideband but has a tail extending to the B0 and B0
s mass regions;

• B+
c →J/ψ µ+νµ decays, with two true muons in the final state, which dominantly

appears in the left mass sideband but has a tail extending almost to the full mass region;

• B0
s → µ+µ−γ decays, with two muons in the final state and an undetected photon,

which contributes in the left part of themass sideband only with a shape very similar to
B0 → π−µ+νµ decays. The decay has not been observed yet and corresponds to a very
small contribution, which was considered negligible in previous analyses. However,
according to SM calculations [149, 165] it might be visible in the data. Therefore it
will be included as an extra measurement in the analysis. While the normalisation is
not fully calibrated by the time of handing in this thesis, the component is included in
the fit to test its influence on the B0

(s)→ µ+µ− branching fractions.

• Combinatorial background, which comes from random combinations of muon tracks
in the event. Its size strongly depends on the BDT bin and is determined directly in
the fit. The shape is modelled with an exponential function for each BDT bin.

Backgrounds fromB→ hh(′) decays are themost dangerous class of backgrounds as they peak
in the signal dimuonmass region, close to the expected B0→ µ+µ− peak. They are estimated
from the selected B0 → K+π− events used for the normalisation. On top of those BDT
dependent misidentification and trigger efficiency corrections are applied. As highlighted in
Section 6.2 a significant improvement of the misidentification efficiency determination is
gained with respect to the previous analysis.
All other backgrounds except combinatorial background are estimated from simulation,
where the hadron–muon misidentification probabilities are estimated from calibration data
with the PIDCalib package [134] and the improved approaches discussed in Section 6.2. The
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6.4 Background estimation

mass distributions of all exclusive background decays are modelled by fitting the simulation
with Gaussian kernel density estimators.

In particular the background B+
c →J/ψ µ+νµ was studied in the course of this thesis leading

to significant improvements in the precision of its estimate and is therefore described in
more detail here. Partially reconstructed decays of the B+

c -meson can be background to the
B0
(s)→ µ+µ− signal due to the larger mass. However, the hadronisation fraction of a b quark

to a B+
c -meson is about two orders of magnitude lower than to a B0-meson, thoughwith large

uncertainties [166]. The decay B+
c → J/ψ µ+νµ (with J/ψ → µ+µ−) could survive the signal

selection in case a good vertex is reconstructed between the muon from the semileptonic
decay and the oppositely charged muon from the J/ψ . While the track isolation variables
allow the BDT to reject those decays quite well, additionally a simple J/ψ -veto is applied
to further reduce this component. The cut consists of vetoing events in which one of the
two candidate muons, coupled to any other oppositely-charged muon in the event (selected
with ProbNNµ > 0.3), falls in a window of |m(µ+µ−)−m(J/ψ )| < 30MeV/c2. This veto
is expected to reject 68.7% (65.7% in Run 2) of B+

c → J/ψ µ+νµ events (in the whole BDT
range), with a negligible signal loss of 0.2% in Run 1 and 0.3% in Run 2. All other exclusive
backgrounds are unaffected by the veto as well.

The branching fraction of this decay including the hadronisation fraction ratio has recently
been measured [166] to be

fc
fu + fd

× B(B+
c → J/ψ µ+νµ) = (7.07± 0.15± 0.24)× 10−5 for 7 TeV

and

fc
fu + fd

× B(B+
c → J/ψ µ+νµ) = (7.36± 0.08± 0.30)× 10−5 for 13 TeV

in the kinematic region of the B+
c -meson 4 GeV/c < pT < 25 GeV/c and 2.5 < η < 4.5.

Assuming fu = fd and fc/fu similar for 7 TeV and 8 TeV, one can then estimate the effective
branching fraction of the whole decay chain as

Beff = 2
fc

fu + fd
× B(B+

c → J/ψ µ+νµ)× B(J/ψ → µ+µ−)

= (8.43± 0.34)× 10−6 for Run 1 and
= (8.8± 0.4)× 10−6 for Run 2,

reducing the uncertainty of the estimate from 21% in the previous analysis to below 5%.
A correction factor accounting for the ratio of acceptances between B+ → K+J/ψ and
B+
c → J/ψ µ+νµ under the kinematic selection performed in Ref. [166] is calculated from

generator level simulation without acceptance cuts. It is found to be consistent with one
(α = 1.001± 0.008) and thus dropped.
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Figure 6.6: Generator level distributions of the B+
c → J/ψ µ+νµ decay on which require-

ments are made during generation. The distributions between the Kiselev [151] and
Ebert [167] form factor model are in full agreement.

The simulation was generated using a form factor model developed by Ebert et al. [167] re-
quiring only the non-J/ψ (opposite-sign) dimuon combination in the LHCb acceptancewith
a minimal mass of 4.5 GeV/c2. Only this dimuon combination can reach the B0

(s)→ µ+µ−
mass range and therefore act as background. Thus this requirement at a very early stage of
the simulation makes the generation much more efficient. To investigate the dependence on
the theoretical form factor model, the distributions and acceptance efficiencies are compared
to an alternative form factor model by Kiselev [151] in Fig. 6.6, with large statistics generator
level simulation. No difference between the two theoretical models is found.

Compared to the previous analysis [73] a strong drop in the detector acceptance efficiency
computed during simulation generation (previously (0.4350 ± 0.006)% in the 2016 data
set, now (0.19217± 0.00033)%) is found. This difference is due to the following effects:

• there was a mistake in the cut tool used in the generation for the previous analysis.
This tool accepted all events with more than one B+

c . This led to an absolute offset of
the efficiency of about 0.2%.

• in the previous analysis all charged final state particles of the decay were required
to fly into the LHCb detector to be reconstructed. This mismodels the behaviour
on data and was corrected in the previous analysis for the generator level efficiency.
However, this also affects the J/ψ veto. Therefore the acceptance of the LHCb detecor
is modelled more accurately this way.

• the generation in the previous analysis was done assuming a flat phase space for the
muons. While the difference to the Kiselev model was corrected for the generator
level efficiencies together with the acceptance mismodelling mentioned above, this
correction was probably insufficient due to the mistake in the generator cut tool.

For the simulation used in this analysis the mistakes described above are fixed and the Ebert
model and appropriate acceptance requirements are used for a correct estimate of the effi-
ciencies of the detector acceptance. The improvements have a great impact on the expected
amount of B+

c → J/ψ µ+νµ events with respect to the previous analysis. Due to the reduced
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Figure 6.7: Invariant mass distribution of the B+
c → J/ψ µ+νµ channel and shape fitted with

Gaussian kernel kensity estimators from the sum of all simulation. The distributions are
shown separately for BDT bins 1 to 6 (from left to right, from top to bottom). The mass
distributions of the other background decays are modelled in the same manner.

expectation and the largely improved branching fraction accuracy, the correlation with the
measurement of the B0

(s)→ µ+µ− branching fractions is now small (≈ 1%) and therefore
the background is of minor relevance in the fit. However, for the additional measurement of
the B0

s → µ+µ−γ branching fraction, the accurate determination is important, as the mass
distribution has a shoulder as shown in Fig. 6.7 in the place where B0

s → µ+µ−γ decays could
become visible.

6.5 Expected results

In this section first the fit model to the mass distribution is described in Section 6.5.1 and
sensitivity studies are presented in Section 6.5.2. Furthermore a blind check of the compati-
bility with the previous result is discussed in Section 6.5.3. A conclusion and an outlook is
given on the remaining parts to finalise the analysis in Section 6.5.4.

6.5.1 Fit model

The data are fitted simultaneously in several data samples. On the one hand the data are split
by Run 1 and Run 2 due to the different data taking environments and on the other hand
the data are split in bins of the selection BDT.With the increased data set the binning scheme
used in this analysis is finer than in the previous analysis and consists now of 6 bins with the
boundaries [0.0, 0.25, 0.4, 0.5, 0.6, 0.7, 1.0], while the previous analysis used 5 bins with the
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6 Analysis of B0(s)→ µ+µ− decays with the full LHCb data set

boundaries [0.0, 0.25, 0.4, 0.5, 0.6, 1.0]. Because the description differs significantly from the
other BDT bins due to the dominance of background from random track combinations,
the lowest BDT bin is excluded from the fit. Correlations in the inputs of the fit are taken
into account by sharing common parameters and pdfs in the description of each sample.
The distributions of the B0→ µ+µ− and B0

s → µ+µ− components are described by double
Crystal Ball functions (similar to the model described in Section 5.3.1) with their parameters
Gaussian constrained to values calibrated from data. Shapes from physical backgrounds are
determined on simulation using Gaussian kernel density estimators separate for each BDT
bin. The combinatorial background is modeled by a single exponential with a shared but
unconstrained slope for all samples of a given Run and free yields.

TheB0→ µ+µ− andB0
s → µ+µ− branching fractions (Bsig) are free in the fit, shared between

all samples, and obtained from the signal yield per BDT bin i in each Run,

N i
sig = Bsig ×

f iBDT,sigciPID,sigcitime,sig∑
i f iBDT,sigciPID,sigcitime,sig

× αd(s), (6.5)

where f iBDT,sig (Gaussian constrained), ciPID,sig, and citime,sig (fixed in the fit due to the negligible
uncertainties) denote the estimated fraction of signal candidates falling in each BDT bin
and its corrections due to the BDT dependence of PID efficiencies and the BDT dependent
decay time acceptance, respectively. The decay time acceptance effect is calculated in a similar
way as for the preselection and is negligible for the B0 → µ+µ− component. The BDT
fraction in the lowest BDT bin is defined as f 0BDT,sig = 1−

∑
i>0 f iBDT,sig. The sum over the

BDT bins in Eq. (6.5) is performed over all BDT bins, including the lowest BDT bin, thus
providing a proper normalisation of the BDT fractions. The formulae for the combined
normalisation factors αd(s) in Eq. (6.1) are implemented into the fit to be able to share fs/fd and
the normalisation branching fractions between the data taking periods and the normalisation
yields also with the normalisation of background components.

The yields of B→ hh(′) backgrounds are similarly implemented in the fit as

N i
hh =

NB0→K+π−

RKπ/hh
× εhh→µµ × εtrig,B0

(s)→ µ+µ− ×
f iBDT,hhciPID,hh∑
i f iBDT,hhciPID,hh

, (6.6)

with the run-specific normalisation yield NB0 → K+π− (see Table 6.3), corrected by the
trigger andPIDefficiencies, the ratio of theB0→ K+π− branching fraction over allB→ hh(′)
branching fractionsRKπ/hh, the trigger efficiencies of B0

(s)→ µ+µ− decays, and the average
misidentification probability εrhh→µµ. The trigger efficiency is assumed to be similar to the
one of B0

(s) → µ+µ− decays as after the PID selection the remaining B→ hh(′) decays are
expected to be decays where the hadrons have decayed into muons, thus yielding a similar
signature in the trigger.
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6.5 Expected results

Correspondingly also the other backgrounds are implemented in the fit as

N i
bkg = Bbkg ×

NB+→K+J/ψ

BB+→K+J/ψ
×
(
f(d,s,c)
fd

)
× εbkg ×

f iBDT,bkg∑
i f iBDT,bkg

, (6.7)

with the run-specific efficiency corrected normalisation yieldNB+→K+J/ψ , its branching frac-
tion, and the run-specific hadronisation fraction ratio f(s,c,d)/fd. Those values are shared with
the normalisation factor computation. All numbers used for the calculation of background
yields are Gaussian constrained in the fit.

Projections of the blinded fit to the Run 1 and Run 2 sample in slices of the BDT bins
are shown in Fig. 6.8, where the contributions of different background components are
also presented. The left sidebands are dominated by backgrounds from B0 → π−µ+νµ
decays, while the right sidebands contain purely combinatorial background. The strongest
background in the still blind signal window is due to misidentified B→ hh(′) decays. An
excellent description of the dimuon sidebands is found, highlighting the accurate estimation
of the background contributions.

6.5.2 Sensitivity studies

Studieswith pseudo experiments are performed to estimate the sensitivity of the analysis to the
target branching fractions of interest. The pseudo experiments are based on the blinded fit of
the full data sample. The B0

(s)→ µ+µ− branching fractions are set to the SM predictions [16].
From this modified fit function new pseudo data samples are generated and refitted. The
global observables that are used in the Gaussian constraints for many fit parameters are
generated randomly according to their Gaussian distributions as well, following the Plugin
approach discussed in Section 3.4. The distributions of the fit results yield the expected
sensitivity of the measurement. No bias from the nominal fitting procedure is found as
shown in Fig. 6.9 and a sensitivity estimate of

B(B0
s → µ+µ−) = (3.67± 0.54)× 10−9

B(B0→ µ+µ−) = (1.0± 0.9)× 10−10

Rµ+µ− = 0.028± 0.025

is obtained, including statistical and systematic uncertainties. The relative uncertainties are
compatible to the recent combination of all LHC experiments [77]. From these pseudo
experiments the probability to find “evidence” for the decay B0→ µ+µ− with more than 3σ
significance is about 5 %.

Although the absolute normalisation of the B0
s → µ+µ−γ branching fraction is not fully

calibrated yet, preliminary studies with pseudo experiments are performed with including
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Figure 6.8: Blinded fit to the full Run 1 (left) and Run 2 (right) samples in slices of the BDT
bin. The sideband data are described to good accuracy.
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Figure 6.9: Pull distributions of the signal branching fractions obtained with 1000 pseudo
experiments showing that the parameter estimates are unbiased. The pull of a parameter
is defined as Pull(x) = xfit−xgenerated

σ(xfit)
with the generation value xgenerated and the fitted value

xfit and its uncertainty σ(xfit). This construction produces a normal distribution with
mean 0 and width 1 for unbiased fits, while biased fits show deviations in the mean and
underestimated (overestimated) uncertainties increase (decrease) the width.

the B0
s → µ+µ−γ component in the fit to study the impact on the B0

(s)→ µ+µ− branching
fractions. It is found that an unbiased measurement of the B0

(s)→ µ+µ− and B0
s → µ+µ−γ

branching fractions can be obtained. However, a correlation of 20% is found between the
B0→ µ+µ− andB0

s → µ+µ−γ branching fractions, which is incorporated in the uncertainties
of the B0→ µ+µ− branching fraction value quoted above.

Since finding evidence for B0→ µ+µ− is not likely, an upper limit on the B(B0→ µ+µ−)
will be set using the CLS method [86] with the GammaCombo framework [78, 79], based
on pseudo experiments with a one-sided test statistic [81], as discussed in Chapter 3. The
expected CLS curves assuming negligible B0→ µ+µ− contributions are displayed in Fig. 6.10
An expected upper limit of

B(B0→ µ+µ−) < 1.3(1.5)× 10−10 at 90%(95%)CL

is determined.

An estimate of the statistical-only can be obtained by repeating the fit after fixing all the
fit parameters, except for the B0

s → µ+µ− and B0 → µ+µ− branching fractions and the
parameters of the combinatorial background, to their expected values in the sensitivity studies
described above. The results are compared to the numbers obtained above that include
statistical and systematical uncertainties, such that the results can be expressed as

B(B0
s → µ+µ−) = (3.67± 0.49± 0.31)× 10−9,

B(B0→ µ+µ−) = (1.0± 0.86± 0.14)× 10−10, and
Rµ+µ− = 0.028± 0.025± 0.004.
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Figure 6.10: CLS curves of B(B0 → µ+µ−) from pseudo experiments assuming
B(B0→ µ+µ−) = 0. The red line corresponds to the expected upper limit curve as the
median of the pseudo experiments.

For the comparison it is assumed that the total uncertainty arises from adding systematic
and statistical uncertainties in quadrature. The systematic uncertainties of B (B0

s → µ+µ−)
and B (B0→ µ+µ−) are small compared to the statistical uncertainty and dominated by the
limited knowledge of the exclusive backgrounds, the uncertainty on fs/fd and the uncertainty
on the normalisation branching fractions, while subleading systematic uncertainties arise
from the limited precision of the PID and track reconstruction efficiency determinations, as
discussed in Section 6.3.

6.5.3 Compatibility with the previous result

While the analysis is still blind, the compatibility of the data with the previous result is
investigated with a Likelihood Ratio test similar to what is described in Section 3.2. Pseudo
experiments are generated from the blind fit to the data and the distribution of the Likelihood
Ratio tµ = −2 ln

(
L(µ|xµ)
L(µ̂|xµ)

)
is determined, whereL(µ|xµ) corresponds to the likelihood of

the fit to the pseudo experiments with the B0
(s) → µ+µ− branching fractions fixed to the

current (blind)measurement andL(µ̂|xµ) corresponds to the likelihoodwhere the branching
fractions are free to vary. This distribution is then compared to the measured test statistic
value in data, where the B0

(s)→ µ+µ− branching fractions are set to the previously measured
results [73]:

tmeas = −2ln
(L(µprev.|xdata)

L(µ̂|xdata)

)
The comparison is shown in Fig. 6.11. A good compatibility of the current measurement
with the previous result below 1σ is found.
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Figure 6.11: Test statistic tµ distribution obtained from pseudo experiments. The measured
test statistic value evaluated at the results of the previous analysis [73] is indicated with a
red line. It is well below the 1σ , 2σ and 3σ thresholds indicated by the dotted lines.

6.5.4 Summary and outlook

With expected sensitivities of

B(B0
s → µ+µ−) = (3.67± 0.49± 0.31)× 10−9,

B(B0→ µ+µ−) = (1.0± 0.86± 0.14)× 10−10, and
Rµ+µ− = 0.028± 0.025± 0.004

(assuming SM branching fractions), these results will constitute to the most precise mea-
surements of the B0

(s)→ µ+µ− system with a single experiment and narrow down the space
allowed for New Physics contributions as e.g. proposed in Ref. [17, 70]. The combination
of the measurements by all LHC experiments with the full Run 1+2 data set will allow to
clarify whether the branching fraction of B0

s → µ+µ− follows the SM expectations or the
discrepancy seen in previous measurements remains. If the lower experimental value persists,
the combination of the LHC experiments is expected to show an evidence of an inconsis-
tency with the SM. The measurement is furthermore a crucial ingredient in the puzzle of
the anomalies seen in b→ sℓ+ℓ− transitions and will continue to play a major role in the
question whether there exist NP contributions to axial-vector b→ sℓ+ℓ− transitions. As
discussed in Chapter 7, with future data sets the decay B0→ µ+µ− will be unambiguously
observed, which will allow precise tests of the minimal flavour violation hypothesis [71].

The analysis is close to publication and is currently being reviewedby theLHCbcollaboration.
To finalise the branching fraction measurements, the hadronisation fraction ratio fs/fd needs
to be updatedwith the value of the ongoing combination of LHCbmeasurements [163]. This
will lead to small modifications of the the B0

s → µ+µ− branching fractions reduce its total
systematic uncertainty from about 8.4% to 6.8%. Not all efficiencies of the B0

s → µ+µ−γ
channel and the fraction of decays falling in the different BDT regions have been calibrated
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on data yet. However, the relevant techniques can be applied from the calibration of the
B0
(s)→ µ+µ− decays. From the comparison to the B0

(s)→ µ+µ− decay modes, modifications
of the B0

s → µ+µ−γ contribution by a few percent are expected. Through its correlation with
the B0→ µ+µ− branching fraction, this can have an effect on the B0→ µ+µ− branching
fraction ofO(1%).
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7 Extrapolations to the upgrades of the

LHCb experiment

The data sets analysed in this thesis constitute only to a part of the data that is expected to be
collected by the LHCb experiment. This chapter reviews the ongoing and planned upgrades
of the LHCb experiment to collect data until 2035–2040 and their impact on the sensitivities
of the analyses discussed in this thesis.

7.1 Upgrades and future data sets of the LHCb

experiment

In the years 2011–2012 (Run 1) and 2015–2018 (Run 2) the LHCb experiment has collected
an integrated luminosity of about 9 fb−1 of proton-proton collision data at centre-of-mass
energies of 7 TeV, 8 TeV and 13 TeV. This was realised by taking data at an instantaneous
luminosity of 4× 1032 cm−2s−1, which could be achieved with a distance between the pro-
ton bunches of 25 ns and about one visible proton-proton collision per bunch crossing
(pile-up) [96, 112]. Since the end of 2018, the LHC is being upgraded to achieve even larger
luminosities. It is currently scheduled to restart operating in 2021/2022with a bunch spacing
of 25 ns and a pile-up of about 5 [168] for the LHCb experiment, while rising the collision
centre-of-mass energy to its design value of 14 TeV. Thus for the LHCb experiment it is
aimed to deliver an increased instantaneous luminosity by a factor of five to 2× 1033 cm−2s−1.
With this configuration, in the years 2021–2023 (Run 3) and 2026–2029 (Run 4) an in-
tegrated luminosity of 14 fb−1 and 27 fb−1, respectively, is expected to be collected. After
Run 3 another upgrade of the the LHC to the so-called “High-Luminosity-LHC” is fore-
seen [169–171], which is aiming to deliver an instantaneous luminosity between 1× 1034
and 2× 1034 cm−2s−1with an average pile-up of up to 50 proton-proton collisions per bunch
crossing for the LHCb experiment, but only after Run 4. Thus an integrated luminosity of
250 fb−1 is expected to be collected by the LHCb experiment beginning in 2031 until the
end of the LHC running period 2035–2040 (Run 5). A tentative timeline for the foreseen
data taking periods is given in Fig. 7.1. Due to the ongoing COVID-19 pandemic, the restart
of data taking in 2021 for Run 3 is considered challenging, though.

In order to operate at the higher data rates and sustain a harsher radiation environment,
the LHCb detector itself is planned to be undergoing three upgrades, also increasing its
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Figure 7.1: Estimated timeline of operations of the LHC accelerator and the LHCb exper-
iment [171]. Due to the ongoing COVID-19 pandemic, the start of Run 3 in 2021 is
considered challenging.

performance. In the following, the main modifications expected to impact the sensitivities of
the analyses discussed in this thesis are highlighted. As part of the current upgrade “Upgrade
1a”, large parts of the detector are replaced [97]. Most important for the analyses discussed
in this thesis are the change of the trigger system to a fully software-based trigger [172] and
the removal of the SPD and preshower detectors [173]. While the additional pile-up leads
to an increase in the data rate, it also increases the detector occupancy, leading to a worse
PID performance especially of RICH and calorimeter detectors. This is not expected to
have a strong impact on the muon PID and thus on the B0

(s) → µ+µ− analysis, but the
search for B0

(s)→ e+e− decays and to some extent also the search for B+→ K+µ±e∓ will be
strongly affected as electron and kaon PID are achieved dominantly through RICH and the
calorimeters. Another effect of the increased pile-up is a degradation of the track isolation
criteria due to the larger number of tracks in the vincinity of a signal track. These criteria
have a high impact on the discussed analyses, especially the analysis of B0

(s)→ µ+µ− decays.
The removal of the Preshower and SPD detectors will lead to a slightly worse e–π0 separation.
It will also demand higher energy thresholds for photon clusters of bremsstrahlung photons,
thus making it harder to apply bremsstrahlung correction (also due to the higher detector
occupancy), a key ingredient for the measurements involving electrons. However, the new
trigger scheme with a software-only trigger will greatly enhance the selection efficiencies
of non-muonic decays. Thus, trigger efficiencies of nearly 100% will be possible, which
will enhance the efficiency of the search for B0

(s)→ e+e− decays up to a factor of about 1.5
compared to the trigger efficiencies determined for the B0

(s)→ e+e− analysis in Section 5.5.
Similarly, the search forB+→ K+µ±e∓ will profit from this new solution. The impact in this
analysis will be smaller, though, since the decays are selected by the triggers via the signature
from the muon, which has a high efficiency. As the trigger efficiency for the B0

(s)→ µ+µ−
modes is already close to 100% with the current scheme, this measurement will not profit
much from the new trigger scheme.

Between Run 3 and Run 4 a minor upgrade “Upgrade 1b” is planned, replacing the ECAL
with cells with a better spatial resolution and adding timing information to hits in the ECAL
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with a resolution better than 100 ps, as well as timing information with a resolution around
5 ns in the muon system [170]. Furthermore the HCAL will be removed, further improving
the performance of the muon system. These modifications are expected to significantly
improve the electron PID and bremsstrahlung correction with the help of the improved
spatial and time resolution. At the same time the muon reconstruction and PID efficiency
will improve the sensitivity of analyses with muons in the final state.

After Run 4 a large scale upgrade, “Upgrade 2”, is being prepared, adding precise timing
measurements to all subdetectors and replacing the existing ones, because they will have
suffered significant radiation damage [170]. A more fine-grained lateral segmentation of the
calorimeters and segmentation along the z-axis is also being discussed.The timing information
is of specific importance, since with Run 5 the pile-up is increased further by a factor of ten.
Adding precise time information to the subdetectors will allow to separate the multiple pp-
collisions within an event, thus effectively reducing the pile-up effects on the reconstruction
of candidates. It will be of crucial importance to maintain a high track reconstruction and
PID efficiency. At the same time it may provide new opportunities to improve the isolation
criteria due to the additional time coordinate. For this upgrade the finer segmentation of
the calorimeter will also be of great interest to disentangle better the overlapping showers of
nearby particles, thus improving electron and photon identification.

The following section gives extrapolations of the sensitivity of the analyses discussed in this
thesis based on the expected luminosity increase. The changes of the experimental environ-
ment are neglected.

7.2 Extrapolation of the sensitivity

To estimate the sensitivity of the measurements described in this thesis at higher luminosities,
the data from the fits in Sections 5.8 and 6.5 are scaled. As discussed in Section 5.5.5, the
yield of heavy flavour decays – both normalisation and background – increases linearly with
luminosity and with centre-of-mass energy. Therefore the statistical uncertainties decrease
with the square root of the luminosity, but the systematic uncertainties are assumed to stay
constant in this study. Also the efficiencies are assumed to stay constant, which has been
studied previously for the data sets in Run 2 [174–176] (and discussed in Chapter 6). The
performance of the searches being better in Run 2 than in Run 1, for the B0

(s)→ µ+µ− and
B0
(s)→ e+e− extrapolations, the efficiencies for future data sets are chosen to be similar to the

ones found in Run 2. Because the B+→ K+µ±e∓ selection is expected to be improved [177]
by using the previously unavailable track isolation variable developed for the B0

(s)→ µ+µ−
analysis [73], the normalisation constant and the background yield are scaled to match the
selection in that thesis (N ∗

bkg = Nbkg × 2.26 and α∗ = α/2.52). Similarly this new track
isolation has the potential to improve also the sensitivity of the search for B0

(s)→ e+e− decays.
This has not been studied quantitatively, though.
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7 Extrapolations to the upgrades of the LHCb experiment

Table 7.1: Sensitivity projections for the analyses discussed in this thesis. For theB0
(s)→ µ+µ−

analysis two values are given, once assuming the current systematic uncertainties and once
neglecting them. The uncertainties onRµ+µ− are expected similar to B(B0→ µ+µ−).

Upper limit at 95 % Upper limit at 95 %
of B(B0

s → e+e−) of B(B+→ K+µ+e−)
[B(B0→ e+e−)] [B(B+→ K+µ−e+)]

Run 1–2 5.4× 10−9 [1.6× 10−9] 3.5× 10−9 [1.7× 10−9]
Run 1–3 3.2× 10−9 [0.94× 10−9] 2.1× 10−9 [0.98× 10−9]
Run 1–4 2.1× 10−9 [0.61× 10−9] 1.4× 10−9 [0.65× 10−9]
Run 1–6 0.82× 10−9 [0.24× 10−9] 0.55× 10−9 [0.26× 10−9]

σB(B0
s → µ+µ−) σB(B0

s → µ+µ−)
[σB(B0→ µ+µ−)] [σB(B0→ µ+µ−)]

incl. syst. excl. syst.

Run 1–2 5.4× 10−10 [8.8× 10−11] 5.4× 10−10 [8.8× 10−11]
Run 1–3 3.6× 10−10 [5.1× 10−11] 3.1× 10−10 [5.1× 10−11]
Run 1–4 2.8× 10−10 [3.4× 10−11] 2.1× 10−10 [3.4× 10−11]
Run 1–6 2.5× 10−10 [1.3× 10−11] 0.84× 10−10 [1.3× 10−11]

By scaling the normalisation and the expected background yield from the fits in Sections 5.8
and 6.5 pseudo experiments are generated and fitted to estimate the branching fraction uncer-
tainties at the increased luminosities. The expected upper limit at the increased luminosities
is then obtained by multiplying the expected upper limit of the recent measurements by
the ratio of the scaled branching fraction uncertainties over the uncertainties discussed in
Sections 5.8 and 6.5.

The sensitivity of a signalmeasurement aswell as an upper limit in the presence of background
are expected to decrease with the square root of the b-hadron yield increase, since the signal
and background yields follow a Poissonian distribution. The estimated sensitivities of B+→
K+µ±e∓, B0

(s) → e+e− and B0
(s) → µ+µ− analyses for Run 1–5 are given in illustrated in

Table 7.1 and illustrated in Fig. 7.2.

As can be seen, the expected upper limits of the B0
(s)→ e+e− and B+→ K+µ±e∓ branching

fractions follow the expected scalingwith the square root of the luminosity increase.However,
the precision of the B0

(s)→ µ+µ− branching fraction measurements become dominated by
systematic uncertainties and thus saturate. Therefore in Table 7.1 additionally to the expected
sensitivities including the systematic uncertainty, the same numbers excluding the systematic
uncertainty are given. The uncertainties ofRµ+µ− are dominated by the uncertainties on
B(B0→ µ+µ−) and are therefore expected to scale similarly. The systematic uncertainty of
the latestB0

(s)→ µ+µ− branching fractionmeasurement amounts to 8 % (onB(B0
s → µ+µ−))
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Figure 7.2: Sensitivity projections for the analyses discussed in this thesis, starting at the
latest measurement and assuming a proportionality to the square root of the integrated
luminosityLint. The projections for the B+→ K+µ±e∓ analysis (top left) are compared
to leptoquark and Z′ scenarios [51–54] and scenarios for charged-lepton mixing [55, 56].
A siginficant sensitivity improvement is seen by applying the improvements from [177]
to the current results [88]. For the projections of the B0

(s) → e+e− analysis (top right)
the range accessible to (pseudo-) scalar new physics scenarios [68] are highlighted. The
B0
(s)→ µ+µ− extrapolations (bottom) show the expected branching fraction uncertainty

σB and assume negligible systematic uncertainties. A dashed line indicates an expected
median significance for B0→ µ+µ− of 5σ .
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7 Extrapolations to the upgrades of the LHCb experiment

and arise from the limited knowledge of the b-fragmentation fraction ratio fs/fd and the
normalisation branching fractions, the limited precision of PID and track reconstruction
efficiency estimations, as well as the determination of background contributions. As the
uncertainty of these quantities are partly depending on the size of the data set used, one can
expect that those systematic uncertainties will decrease as well with increasing luminosity. In
Ref. [171] therefore a conservative assumption of a systematic uncertainty of 4 % is made.
However, since the publication of Ref. [171] the estimation of fs/fd [163] and the estimation
of the B+ → K+J/ψ branching fraction [21] have become significantly more precise, as
discussed in Section 6.3. The uncertainty of the background contributions is dominated by
size of PID calibration data and simulation samples, which are necessary to estimate the π–µ
andK–µmisidentification probability. With more data the estimate of this probability will
become more precise and thus the systematic uncertainty of the background contributions
will decrease. Therefore it is considered a reasonable assumption that the sytematic uncer-
tainties will continue to play only a small role as in the current measurement and thus the
sensitivity of the B0

(s)→ µ+µ− branching fractions will also scale with the sqare root of the
luminosity increase.

The measurements with increased data sets will play a significant role in constraining and
rejecting scenarios for physics beyond the SMmotivated by the anomalies seen in b→ sℓ+ℓ−
transitions, as illustrated in Figs. 7.2 and 7.3. Although most models cannot be ruled out
completely, themost favoured scenarios can be excluded. Especially Fig. 7.3 highlights also the
complementarity of the B0

(s)→ µ+µ− branching fractionmeasurements to direct searches for
heavy particles carried out at the ATLAS andCMS experiments like the search for heavy parti-
cles decaying into two tauons [178,179]. As discussed above, there is potential to enhance the
sensitivities of the discussed analyses even beyond increasing the data set with the improve-
ment of the selection strategies and the development of new analysis techniques adapted to
the evolution of the data taking environment. While the CMS and ATLAS experiments have
a slightly lower sensitivity in the measurement of B0

(s)→ µ+µ− than the LHCb experiment,
the combination of the measurements with all three experiments with the upgrade data sets
will provide an even more precise determination of the B0

(s) → µ+µ− branching fractions
and a clear picture whether the anomalies discussed in Chapter 2 are related to B0

(s)→ µ+µ−
decays or not.
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Figure 7.3: Sensitivity projections for a new physics scenario involving an additional pseu-
doscalar Higgs boson A [17]. Run 5 includes Run 6 in this notation. The parametermA
describes the mass of the additional Higgs boson and tanβ = v2/v1 denotes the ratio of
the two Higgs vacuum expectation values. The light green area is allowed in the model,
whereas the black hatched region is excluded by direct searches for a heavy resonance ϕ
decaying into a τ+τ−-pair with the ATLAS and CMS experiments [178, 179]. For Run
5, those are extrapolated, assuming an integrated luminosity of 3000 fb−1 for both the
ATLAS and CMS experiment, respectively. The blue hatched region is expected to be
excluded by measurements of the mass eigenstate rate asymmetry A∆Γ, accessible via a
measurement of the effective lifetime τB0s→µ+µ− .
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8 Summary

In the past decades, the SM has proven to be an excellent description of most particle physics
processes. Yet it leaves several questions open which motivate searches for NP processes.
While direct searches for new particles have been fruitless so far, intriguing deviations from
the SM are accumulating in indirect searches via measurements of b→ sℓ+ℓ− processes.

This thesis describes measurements complementary to these anomalies with analyses of
purely leptonic and lepton-flavour violating decays that proceed via b → sℓ+ℓ (′)− processes.
It presents the searches for B+ → K+µ±e∓ and B0

(s) → e+e− decays and an update of the
measurement of B0

(s)→ µ+µ− branching fractions with the LHCb experiment. To allow the
interpretation of rare decays searches as limits on branching fractions, statistical methods are
implemented in a common framework and applied to the analyses studied in this thesis.

The search for the lepton-flavour violating B+ → K+µ±e∓ decays has never before been
carried out with LHCb data and is performed with data corresponding to 3 fb−1 of pp
collisions collected at the centre-of-mass energies of 7 and 8 TeV. These decays are forbidden
in the SM. However, in many NP scenarios that explain the anomalies seen in b→ sℓ+ℓ−
processes they could have sizeable branching fractions. A major challenge in this analysis is
the suppression of partially reconstructed backgrounds to a negligible level with multivariate
methods. No excess of B+→ K+µ±e∓ events has been found and upper limits of

B(B+→ K+µ−e+) < 9.5× 10−9 and
B(B+→ K+µ+e−) < 8.8× 10−9

at 95 % CL are determined on the branching fractions. These limits improve previous results
by more than an order of magnitude, which imposes strong constraints on NP scenarios that
explain the b→ sℓ+ℓ− anomalies.

Using about twice the data set, corresponding to5 fb−1 collected at the centre-of-mass energies
of 7, 8 and 13 TeV, a search for the purely leptonicB0

(s)→ e+e− decays is performed. Also this
search is performedwith the LHCb experiment for the first time. TheB0

(s)→ e+e− branching
fractions are known to be unmeasurably small, but they could be strongly enhanced by scalar
and pseudoscalar currents, while the analogous rates of B0

(s)→ µ+µ− decays remain relatively
unchanged. Despite a significant mass resolution degradation due to bremsstrahlung effects,
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8 Summary

a precise test of the SM is performed. The result of the measurement is consistent with the
background-only expectation and upper limits of

B(B0
s → e+e−) < 11.2× 10−9 and

B(B0→ e+e−) < 3.0× 10−9

at 95 % CL are set, improving previous limits even by a factor of 30. With this improvement,
the measurement of B0

(s)→ e+e− processes becomes sensitive to universal NP scenarios with
scalar and pseudo-scalar b→ sℓ+ℓ− currents.

Again doubling the data set with respect to the search for B0
(s)→ e+e− decays, the analogous

B0
(s)→ µ+µ− decays are studied with the full LHCb data set collected in Run 1 and Run 2,

corresponding to 9 fb−1 collected at the centre-of-mass energies of 7, 8 and 13 TeV. Because
of their precise theoretical estimate and experimental simplicity they are key channels in
the search for NP processes. Indeed the current combination of LHC experiments shows a
tension with the SM that fits to the anomalies seen in other b→ sℓ+ℓ− processes. Due the
small decay rates a major challenge in this analysis is the precise description of efficiencies and
background components.The analysis is currently being reviewedby theLHCbcollaboration.
While the result of the analysis is not uncovered yet, a precision of

B(B0
s → µ+µ−) = (3.67± 0.49± 0.31)× 10−9,

B(B0→ µ+µ−) = (1.0± 0.86± 0.14)× 10−10, and
Rµ+µ− = 0.028± 0.025± 0.004

is expected (assuming SM branching fraction values), which is close to that of the recent
combination of the LHC experiments. If the low values measured by the combination persist,
a new combination of the measurement performed in this thesis and the updates from the
other LHC experiments is expected to show an evidence of an inconsistency with the SM.

The analyses of B+ → K+µ±e∓ and B0
(s) → e+e− decays have been performed only with

a subset of the available LHCb data set. Analysing the full data collected with the LHCb
experiment so far and making use of improved selection techniques will allow to lower the
current upper limits already significantly. The new data taking period with an upgraded
detector beginning in 2021/2022 yields exciting prospects of even stronger improvement.
The analyses of B0

(s)→ e+e− and B+→ K+µ±e∓ decays will largely constrain the space of
branching fraction values allowed in NP scenarios. If instead one of the decays would be
observed, this would be a clear sign for a NP process and would change the understanding
of particle physics fundamentally. The measurement of the B0

s → µ+µ− branching fraction
will reach an unprecedented precision and will give a clear answer whether it receives sizeable
contributions fromNP processes. If the branching fraction of B0→ µ+µ− decays is close to
the SM value, the increased data set will allow to observe also B0→ µ+µ− transitions. This
will impose strong constraints on NP contributions in b → dℓ+ℓ− processes. The precisely
measured ratio of the B0

(s)→ µ+µ− branching fractions,Rµ+µ− , will provide a clean test of
the Minimal Flavour Violation hypothesis.
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A Appendix: Selection of B0
(s)→ µ+µ− decays

This appendix gives a detailed review of the selection of the B0
(s)→ µ+µ− analysis. It consists

of an experiment-wide preselection on top of which some loose requirements are added on
track and vertex qualities, as well as vertex displacement from the PV and fiducial kinematic
requirements with the aim to reduce the data set to amanageable size whilemaintaining a high
signal efficiency. A loose requirement on a preselection BDT “BDTS” is applied to remove
large background before fine-tuning the selection. All requirements are listed in Table A.1.
The input variables of the BDTS classifier are

• the impact parameter IP(B) and impact parameter χ2IP(B) of the B candidate;

• the χ2vtx of the secondary vertex;

• the angle between the direction of themomentum of theB candidate and the direction
defined by the secondary and the primary vertices (DIRA);

• the minimum distance between the two daughter tracks (DOCA);

• the minimum impact parameter of the muons with respect to any primary vertex
(minIP(µ).

Additionally, a veto of partially reconstructed charmonium decays,∆mJ/ψ , is applied, which
requires the invariant mass combination of a signal muon and any other non-signal muon
track to be outside the J/ψ mass region, where the non-signal muon track is identified as
muon via requiring ProbNNµ > 0.3.

A most inclusive trigger selection is applied to select B0
(s)→ µ+µ− and B+→ K+J/ψ decays

in order to maximise the efficiency for the B0
(s)→ µ+µ− decays. To have a signature in the

trigger as similar as possible to the signal B0
(s)→ µ+µ− decays, B0→ K+π− candidates are

selected by requiring an inclusive TIS selection at the L0 and HLT1 stages and requiring
TOS on topological two-body trigger lines at the HLT2 stage.

To suppress backgrounds from particle misidentification, stringent PID requirements are
imposed on the muons via

PIDµ,4 ≡ ProbNNµ × (1− ProbNNp)× (1− ProbNNK) > 0.4, (A.1)

for Run 1 and 2015, and

PIDµ,8 ≡ ProbNNµ × (1− ProbNNp)× (1− ProbNNK) > 0.8, (A.2)
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A Appendix: Selection of B0(s)→ µ+µ− decays

Table A.1: Preselection for B0
(s)→ µ+µ−, B→ hh(′) and B+→ K+J/ψ channels. VDS is the

secondary vertex flight distance significance. Cut values in parentheses for track χ2/ndf
and ghost probability show softer cuts used starting from 2015 data taking.

Variable applied to Requirement Requirement

B0
(s)→ µ+µ−, B→ hh(′) B+→ K+J/ψ

track χ2/ndf µ/ h < 3 (< 4) < 3 (< 4)
ghost prob < 0.3 (< 0.4) < 0.3 (< 0.4)
DOCA < 0.3mm < 0.3mm
χ2IP > 25 > 25
p < 500GeV/c < 500GeV/c
pT ∈ [0.25, 40] GeV/c ∈ [0.25, 40] GeV/c
ISMUON µ only true true

∆mJ/ψ
|m(µt)−m(J/ψ )|
> 30 MeV/c2

χ2vtx µµ/hh < 9 < 9
VDS > 15 > 15

∆m |m(hh, µµ)−mB| |m(µµ)−mJ/ψ |
< 500 MeV/c2 < 60 MeV/c2

χ2IP B < 25 < 25
t < 9× τ(B0

s ) < 9× τ(B0
s )

pT > 500MeV/c > 500MeV/c

m ∈ [4900, 6000] MeV/c2 |m(J/ψ K)−mB+|
< 100 MeV/c2

χ2vtx < 45
BDTS > 0.05 > 0.05
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for the rest of Run 2. For Run 1 and 2015 data theMC12TuneV2 tune of ProbNN are used,
while for the 2016, 2017 and 2018 data the MC15TuneV1 tune are chosen, which exploits
an improved algorithm. Therefore compared to PIDµ4 in Run 1, the PIDµ,8 requirement in
Run 2 has the same or lower misID probabilities while keeping a similar muon PID efficiency
of about 81% (Run 1 and 2015) and 84% (Run 2). The selection has been chosen to optimise
the B0→ µ+µ− signal sensitivity [162].

The final selection is applied by constructing a selection BDTwith the inputs

• Long track isolation;

• VELO track isolation;

• χ2vtx of the B candidate;

• χ2IP of the B candidate with respect to the primary verte;

• Cosine of the DIRA between the B direction and the vector joining the primary and
secondary vertices;

• ∆R =
√

∆ϕ2 +∆η2, where∆ϕ and∆η are the azimuthal angle and pseudorapidity
differences between the two muons;

• min(χ2IP) of the two muons with respect to the primary vertex associated to the
B0
(s)→ µ+µ− candidate;

where the track isolation variables are again BDT classifiers with the aim to provide a measure
of how well the signal tracks are separated from other tracks that either traverse all tracking
stations (long tracks) or are only measured in the VELO (VELO tracks). The input variables
for these classifiers are listed in Table A.2.

No requirements are imposed on the selection BDT. Instead the BDT output distribution
is transformed to be flat between 0 and 1 in signal simulation (background from random
muon track combinations peaks at low BDT values) and then the final branching fraction
measurement is obtained by simultaneously fitting the dimuon mass distribution in bins of
the flat BDT output distribution.
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A Appendix: Selection of B0(s)→ µ+µ− decays

Table A.2: Input variables to the track isolation BDTs. The isolation BDTs compute an
isolation score for a signal muon track and any other long track (long track isolation) or
VELO track (VELO track isolation) in the event. They are trained on isolating tracks
in B0

s → µ+µ− simulation as a signal proxy and non-isolating tracks from inclusive
bb → µ+µ−X simulation as background proxy. Variables only used for the long track
isolation are marked with an asterisk *.

Track isolation inputs

min(χ2IP) of the track t
signed distance between tµ-Vertex and PV
signed distance between tµ-Vertex and B0

(s)→ µ+µ− vertex
DOCA(t,µ)
angle between t and µ
the cone isolation fc (see Section 5.4.2)
* azimuthal angle difference between track and muon∆φ(t, µ)
* pseudorapidity angle difference between track and muon∆η(t, µ)
* track pT
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