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Abstract

In-vivo monitoring of the delivered dose is desirable in radiation therapy. Radionu-
clides generated during the proton irradiation can be used for imaging methods from
nuclear medicine after the treatment session. In order to improve these techniques,
this work focuses on three different aspects of nuclear physics from basic nuclear
physics measurements to a clinical validation. The most relevant nuclear interaction
is the production of *'C from carbon as this nuclear interaction is used as a monitor
reaction for the measurement of several other radionuclides. Furthermore, this is
one of the relevant residuals produced from the tissue nuclei. As the data from the
literature scatter by about 15%, a new reference cross section value of (68 4+ 3) mb
at 97 MeV is determined from the cross sections measured in different settings. In
a second part, the activation of iodine during proton irradiation is investigated.
Several radionuclides are produced from iodine which decay by the emission of
positrons and can potentially be used for [PET! imaging subsequent to the fractional
treatment. In the last step, the activation of titanium implants is investigated. A
benchmarking test including IMC| simulations is performed which study reveals the
limited applicability of PET! imaging with implants for field verification in proton
therapy.

Kurzfassung

Die Uberwachung der applizierten Dosisverteilung in der Strahlentherapie kann
zur Optimierung der Therapie genutzt werden. Wéahrend der Protonenbestrahlung
erzeugte Radionuklide konnen nach der Behandlungssitzung zur Bildgebung mit
Methoden aus der Nuklearmedizin verwendet werden. Die vorliegende Arbeit un-
tersucht drei verschiedene kernphysikalische Aspekte von der Untersuchung von
Kernreaktionen hin zu einer klinischen Validierung, um diese Techniken zu verbes-
sern. Zunichst wird die Produktion von ''C aus Kohlenstoff untersucht, da diese
Reaktion in der Kernphysik als Monitorreaktion verwendet wird. Die Literaturwerte
der Wirkungsquerschnitte variieren um bis zu 15%. Auflerdem stellt diese Reaktion
eine wichtige Produktion von Radionukliden in menschlichem Gewebe dar. Als neuer
Referenzwert kann (68 4+ 3) mb bei einer Energie von 97 MeV bestimmt werden. In
einem weiteren Schritt wird die Aktivierung von Iod untersucht. Da viele Positro-
nenemitter bei der Bestrahlung von Iod produziert werden, kann die Aktivierung
von JTod zur [PET] Bildgebung verwendet werden. Als letztes wird die Aktivierung
von Titanimplantaten betrachtet. Dazu wird dazu ein Sensitivitatstest inklusive der
Aktivitatsvorhersage durchgefiihrt, der die beschrankten Einsatzmoglichkeiten der
PET] Bildgebung zur Feldverifikation in der Protonentherapie aufzeigt.
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Proton and ion beam therapy has been developed at nuclear physics research centers
in the 1950s as an alternative method of radiotherapy compared with so-called
conventional radiotherapy with high energy photons or gamma-rays [1]. Since the
first experimental therapy with protons, the number of patients increased nearly
exponentially [2]. Radiation therapy makes use of the dose deposition of high
energy particles in tissue which subsequently leads to irreversible deoxyribonucleic
acid (DNA)) damage by several physical, chemical, and biological processes. Proton
therapy is considered to be superior compared to conventional radiation therapy
because of the favorable depth dose distribution [3} |4].

In general, a limitation in radiation therapy is the control of the correct delivery
of the fractional dose [5]. The therapeutic effect can be studied weeks and months
after the treatment with additional imaging, but this method does not provide any
direct information about the delivered dose distribution. With image guidance,
anatomic changes in the patient geometry can be detected, and a re-planning
process can be initiated, if medically indicated. However, this decision is based
on treatment planning algorithms. These algorithms, calculated with the initial
imaging or the additional ones during the treatment, are all affected by the same
uncertainty between calculated and applied dose distribution. For proton therapy,
the estimation of the stopping power from the X-ray computed tomography (CT)
imaging dominates the uncertainty in the calculation of the proton beam range [6].
Due to the different types of interactions, an empiric model is used to estimate the
stopping power from the X-ray attenuation. To account for the uncertainties, a
safety margin is used to ensure the coverage of the complete target volume. However,
in modern techniques of high-conformal radiotherapy an accurate delivery of the
fractional dose is crucial for the therapeutic outcome [4} 5].

Proton beam therapy is superior compared to conventional photon therapy consid-
ering the potential of dose monitoring, because nuclear interactions can be used
to monitor the dose delivery in-vivo. Two basic concepts have been developed in
the past which utilize nuclear interactions in the tissue [3| 4]. The monitoring of
prompt photon radiation up to 10 MeV from nuclear interactions in the patient’s
tissue during patient treatment, so-called on-line method [7], the latter one is based
on imaging the produced activity after dose delivery is completed [8,|9]. In contrast



1 Introduction and motivation

to diagnostic positron emission tomography (PET), the activity in the patient is a
by-product from the treatment session and no radioactive drug is needed.

This work focuses on the physics for [PET+based dose verification in proton therapy.
The concept is to measure the proton induced S* activity distribution in the patient
once a treatment session has been completed and to compare the measured activity
distribution with a Monte-Carlo (MC) simulation of the expected distribution based
on the treatment plan [3, 8]. It has been observed that the produced activity
distributions are disturbed by several biological transport processes, like blood flow,
metabolism, and diffusion, which are commonly referred to as biological wash-out [§].
To avoid the disturbance, the [PET| scan has to be performed in a timely manner,
which requires a [PET| system in the treatment room for the clinical practice. As
clinical PET]systems are mainly implemented as hybrid imaging systems with an|C'T
scanner, these systems cannot be moved between different treatment rooms because
of their size. For multi-room proton therapy centers, the imaging systems have to
be installed in a dedicated room. In consequence, a solution has to be implemented
to avoid the disturbance by the biological wash-out. Therefore, implanted markers
have been suggested as one possible solution in the literature [10H{13]. The different
measurements for this work combine basic and applied nuclear physics investigations
on the improvement of the post-fractional PET! imaging.

After a brief introduction in the physics and techniques of proton therapy in
Chapter 2| and the low-level gamma-ray spectrometry in Chapter |3, several aspects
of nuclear physics for proton beam field verification are discussed in this work. In
Chapter 4, the " C(p,x)*C activation cross section is discussed in detail. On the
one hand, carbon is one of the most relevant nuclides in biological molecules, on
the other hand, several other cross sections have been measured relative to this
cross section. However, two distinct trends of the *C(p,x)'!C excitation function
have been measured over the last 70 years. These two trends of cross sections
are roughly 15% apart and the difference persists in the most recent publications.
To achieve clinically needed accuracy, the activation of carbon is reviewed as one
part of the presented studies. In a second part, the activation of caesium iodine
(Csl) is discussed in Chapter |5. Iodine is a contrast agent for several applications
in medicine and many positron emitters are produced from iodine during proton
bombardment. The possible application of the activation of iodine in proton therapy
is investigated in this work. The last step is the activation of titanium implants
in proton therapy. Markers or surgical implants made of titanium are not subject
to transport processes in the human tissue. Thus, the biological wash-out can be
avoided by using implants for proton beam field verification, as it has already been
proposed in the literature. In Chapter |6, the clinical application of the activation of
titanium implants and [PET! imaging is investigated further. The results and their
impact on clinical application in proton therapy are summarized in Chapter |7,



2.1 Interaction of protons with matter

2.1.1 Physics processes

The interaction processes of protons with matter can be separated in different types,
electromagnetic interactions with the electrons or nuclei and nuclear reactions |14}
15]. The first one is the interaction of protons with the electrons in the target atoms.
The latter ones are interactions with the target nuclei. The excitation processes
dominate the overall energy depositions and contribute to the majority of the dose
deposition. In general, the averaged energy deposition per path length and density

%% is described by the Bethe—Bloch-equation
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with the natural constants: the electron mass m,, the velocity of light c,, the
elementary charge e, the vacuum permittivity ¢,, and Avogadro’s constant N;
the material parameters: the mean excitation energy I of the target material,
the atomic number Z, and the mass number A; and the relativistic parameters
B = v/, and v = 1/,/1—p?). The two corrections 967 /2, density correction, and
C(Br,1)/z, shell correction, are empiric corrections depending on the particle energy
and mean excitation energy. More general, the Bethe—Bloch-equation is valid for
energy deposited in matter by heavy charged particles |[16-18]. The resulting energy
loss is displayed in Figure [2.1. The kinetic energy of therapeutic used protons
is up to about 250 MeV which corresponds to 5y < 0.6. In this energy domain,
the energy loss is proportional to 1/82. This characteristic leads to the depth dose
distribution with a sharp peak close to end of range of the proton beam, which is
commonly known as Bragg peak [3]. The advantages of the special dose distribution
compared to radiotherapy with photons are discussed in the Chapters |2.1.2 and
2.2.2 respectively, where a depth dose curve is shown.

In proton therapy, the energy of the proton beam is not used to characterize the
proton beam as it is the exact energy of the proton beam is not easily measurable.
Therefore, in clinical context, the proton beams are characterized by the depth in
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Energy loss of energy protons in matter. The relevant energy range
for proton therapy is S < 0.6 (green line). The energy loss is proportional to 1/s2
in this energy range. The data are taken from [19].

water where depth dose curve has dropped to 80% of maximal deposited dose. This
is known as the range of the proton beam called R80. This depth is associated with
the point, where the proton fluence has dropped to approximately 50% of the initial
fluence.

Albeit small impact on dose deposition, nuclear reactions contribute to the energy
loss of high energy protons. These nuclear reactions can be grouped in different
categories, like nuclear fusion, nuclear excitation and nuclear fission. The latter
processes will be discussed further during the presented studies, especially those,
which produce radioactive residual nuclei. These nuclear fission leads to radioactivity
produced in the patient during the therapy. This radioactivity can subsequently be
used for treatment field verification [8} |20].

In order to quantify the energy dependent interaction probability for each interaction
process, the cross section o can be introduced and calculated with the formula

Nreaction
2.2
osction, (2.2

proton

sample

M F,
g =

NAmsample
which can be derived from the quotient of the initial protons, interacted protons,

initial target nuclei, and converted nuclei. In conclusion, the cross section is
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calculated with the area of the sample F, its mass m and molar mass

sample’ sample
M, the number of reactions N, tion, and the number of incident protons IV,

roton*
The common scale of cross sections for reactions discussed in the presented stlfdy is
1mb =1 x 1072" cm. The cross section can be visualized as a virtual target area of
the nuclei. However, it does not correspond to any physical size of the atoms. To
summarize multiple interactions, it is possible to sum up cross sections for different

reactions.

For completeness, the elastic scattering induced by the Coulomb field of the target
nuclei should be mentioned. As the protons can be deflected from their initial path
by several Coulomb interactions, this is also known as multiple Coulomb scattering.
As a result of the several scattering interactions, the path length of the proton is
longer than the range projected on the initial beam path and the lateral beam shape
increases with depth in a target.

All the interactions are statistical processes. Since several 1 x 10° protons are
delivered in a single proton field, the initial sharp energy distribution becomes a
wider spectrum with target depth which is called energy straggling. Furthermore,
the multiple scattering processes lead to a lateral broadened beam width.

2.1.2 Biological effectiveness

To determine the applied radiation dose, the absorbed dose D
_dE

dm

D (2.3)
which describes the deposited energy dE per mass dm is used. The energy dose is
called physical dose in the context of proton therapy as well to separate from the
therapeutic effective dose.

Compared to photon irradiation, proton irradiation has a higher biological effec-
tiveness of the radiation. In the several studies in the literature, proton irradiation
results on average in a 10% larger biological damage compared to conventional
photon irradiation with the same physical dose |21, 22|. Therefore, the relative
biological effectiveness (RBE) is introduced to compare the different treatment
techniques in radiation therapy. In detail, this effect is still under investigation and
the exact value of the relative biological effectiveness varies between 0.9 and 2.1
along the different studies [6, 21, [22]. Current clinical studies point out, that value
of 1.1 is the best estimate of the RBElL All present studies point out, that there
might be an increase of the biological effects to the end of the proton beam range
and that this corresponds to the increasing energy deposition per unit of length
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along the path of the particle which is called linear energy transfer (LET)). However,
the exact modeling is still not clear.

To separate the biological dose and the physical dose, the biological effective dose
is measured in the unit of 1 Gy(RBE) [6]. Treatment fields planned with a clinical
treatment planning system (TPS)) are given in 1 Gy(RBE) in this thesis. Several
further definitions of the dose can be used for example in radiation protection. The
dose is prescribed by a physician in radiation therapy and assigned to a specified
target volume [6]. The dose absorbed in water is the commonly used objective in
radiation therapy as it is the common method to measure the applied dose [23].

2.2 Techniques in proton therapy

2.2.1 Accelerators for proton therapy

Two different concepts of accelerators have been introduced over the years in ion
beam therapy [14]. However, these basic concepts have been developed further, and
the several treatment machines differ in the technical implementation. Only the
basic concepts are summarized in this chapter and the implementation at the West
German Proton Therapy Centre Essen (WPE) is discussed in detail.

One method is the setup of a linear accelerator with a synchrotron. The protons
are pre-accelerated in the linear accelerator and transferred into the synchrotron, a
circular beam line with controllable magnets. To reach proton energies for patient
treatment, the protons are accelerated further in the synchrotron. Therefore, a
radio-frequency (RE)) unit is placed in the beam line and the magnetic field of the
beam line has to be adjusted. As a consequence, it is necessary to start with a new
acceleration process, if the beam energy needs to be changed. Furthermore, the
diameter of a synchrotron for proton therapy is more than 5m and the synchrotron
requires more space compared to a cyclotron. The advantage of synchrotron-based
treatment systems is the possibility to change the particle type. As a result, the
system is not limited to one particle type like protons. C, He or other ions can be
accelerated by the system. Only different linear accelerators are necessary and can
be installed at the same synchrotron. This provides more treatment options.

Isochronous cyclotrons are more compact with diameter of less than 10 m for the
therapeutic used proton beams. The protons are injected in the center of the
cyclotron. An alternating electric field between two electrodes, so-called Dees,
accelerates the particles in the cyclotron. With 180° turns, enforced by a magnetic
field perpendicular to the beam plane, the particles describe a spiral-like trajectory
through the cyclotron. The alternating electric field has a fixed frequency of
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General setup of a cyclotron to accelerate proton beams. The magnetic
field in the cyclotron would face into the drawing layer. Image adapted from [24].

several 10 MHz up to 100 MHz, which depends on the treatment machine, and
a power of several 10kW. After a defined number of rounds in the cyclotron,
associated with the defined energy, the beam is extracted from the cyclotron with
an additional electromagnetic field. A schematic drawing of a cyclotron is shown in
Figure 2.2 [14].

For energy ranges of therapeutic energies up to 250 MeV, the constructions of
cyclotrons have to consider relativistic effects. In isochronous cyclotrons, the
magnetic field is increased to the outside of the cyclotron by concave surface of
the insides of the Dees. This results in de-focusing of the beam in the cyclotron.
Additional edges in the surface of the Dees are used to focus the beam again.

As a cyclotron has a fixed energy of about 250 MeV, which is the maximum energy
for clinical patient treatment, the energy has to be reduced for tumors with shallow
depth. Therefore, a wedge is inserted in the beam line to reduce the beam energy
down to energies of about 60 MeV. Each position of the wedge is associated with a
dedicated energy, defined by the residual range in water of the proton beam. An
energy filter system with a magnetic field and a slit collimator reduces the energy
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spread of the beam enlarged by the wedge. This system is called degrader. Compared
to a synchrotron, the change of the beam energy is faster as not a complete new
acceleration process needs to be initiated

2.2.2 Proton beam delivery modes

The physics of proton interactions with matter result in the depth dose distribution
shown in Figure 2.3| for a mono-energetic proton beam. This depth dose curve is
commonly known as Bragg peak curve. The advantage compared to photon beams
which deliver a depth dose distribution described mainly with an exponential fit, is
the sharp distal fall-off and low entrance dose. To treat clinical extended volumes,
multiple Bragg peak curves have to be superposed, to achieve a high dose plateau at
the distal end of the depth dose distribution which is known as a spread-out Bragg
peak (SOBP)).
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Depth dose curve of a[SOBPI (orange) delivered by the superposition
of several quasi-monoenergetic proton beams (green) with decreasing energy and
weights. The script to create the figure is based on [25].

Different treatment modes are used in clinical practice to deliver proton fields. In
general, these modes are divided in passive scattering and active scanning. One
of the passive modes is the so-called double scattering (DS|). The proton field is
broadened by scatter foils up to several 10 cm diameter. A second scatterer in the
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beam flattens the lateral dose distribution. The lateral irregular shape of the target
volume is formed by a patient specific aperture made of brass. The beam energy is
chosen depending on the depth of the distal end of the target volume. To form a
conformal field at the distal end, a patient specific polymethyl methacrylate (PMMA)
compensator is mounted downstream of the aperture. Thus, the irregular depth of
the distal end of the target can be irradiated with the same energy. A homogenous
dose distribution is achieved with a modulator wheel with increasing thickness, which
is spinning with some 100 rotations per minute and each depth is irradiated several
times. In result, the dose is delivered in all three dimensions simultaneously and
very robust against motion within the irradiated volume during the field delivery.

The uniform scanning (US)) treatment mode differs in the absence of a second
scatterer and resulting in smaller lateral beam size without a homogenous lateral
dose distribution. Therefore, the beam is scanned several times across the lateral
field size. Instead of the fast-spinning modulator wheel, the wheel is moved stepwise
and the homogenous depth distribution is formed by irradiating several layers with
decreasing dose per layer. Commonly, the layers are irradiated from the highest
to the lowest energy. Apertures and compensators are used as for [DSL Just for
completeness, for small treatment fields like for treatment of eye tumors, homogenous
lateral dose distributions can be formed with only one scatterer.

The active pencil beam scanning (PBS)) differs in several aspects [26]. The beam
profile is not manipulated in the nozzle. The lateral field distribution is formed with
two independent scanning magnet pairs which steer the beam within the planned
target area. Complex shapes can be irradiated with this technique, even holes can
be in the irradiated area. Furthermore, the range of the beam is not manipulated
in the nozzle. For each selected range, the energy of the proton beam is adjusted
with the degrader. A homogenous dose distribution in beam direction is formed
by adding several layers with decreasing relative weights. Large [PMMAI blocks,
so-called range shifters (RSs), can be placed between the beam exit and the patient,
if the minimal required range of the proton beam is smaller than the lowest possible
range the treatment machine can deliver. Typically, a set of different thicknesses is
commissioned for each beam line and thinnest possible is chosen for the treatment
field to reduce the scattering in the RSl In order to make this delivery mode
more robust against movement of the target, the repainting techniques have been
introduced. In this case, each layer is irradiated several times, to avoid under dosage
in moving targets. Furthermore, apertures can be used in [PBS|to achieve a sharper
lateral penumbra which reduces the dose in organs at risk [(OARs [27].

The proton fields can be delivered with fixed beam lines, mostly implemented as
horizontal beam lines, or a beam line can be mounted on a gantry system. With
a gantry, which can be rotated 360° around the patient, nearly every geometry
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for the irradiation is possible. As the beam line needs several magnets for beam
alignment and focusing, such a gantry weighs about 100t. The beam delivery is
monitored with several ionization chambers to measure the delivered dose and the
lateral position of the delivered treatment field.

2.3 Positron Emission Tomography for proton beam range
verification

2.3.1 Positron Emission Tomography

The basic concept of positron emission tomography (PET)) is to visualize the activity
distribution of radionuclides which decay by the emission of a positron. The positrons
emitted during the S*-decay are stopped in the surrounding tissue and annihilate
with an electron emitting two 511keV photons back-to-back. The two photons
are observed in a detector ring placed around the patient. Modern [PET\scanner
feature multiple detector rings to increase the sensitive area which can be obtained
in parallel without moving the patient through the detector ring [28].

If two photons are detected within a coincidence time, the annihilation takes place
along a line connecting the two detectors, referred to as a line of response (LOR)).
The general concept of [PET] is shown in Figure [2.4. Then, the activity distribution
can be reconstructed from the intersections of multiple [LORs. As the activity
distribution may lead to multiple intersections which can occur randomly, further
improvements are necessary. This can be done by reconstruction algorithms or with
the timing information from the two photons reaching the detector. This method is
called time of flight (ToF))-PET. Nowadays, the time resolution is about 100 ps which
results in a spatial resolution of about 3 cm along the [LORI [28, 29]. The current
research on detector development aims to set up a system with a time resolution in
the order of 10 ps. This time resolution would enable a so-called reconstruction-free
PET] as no further algorithms have to be used for the image reconstructions because
a spatial resolution of about 3 mm would be below the residual positron range. This
is the lower limit of the spatial resolution because the range of positrons in human
tissue between 3 and 7 mm mean range for the relevant radionuclides is the offset
between production and annihilation location of the positron [30, [31].

As the spatial resolution of 3 cm is not sufficient for diagnostic applications, further
data processing and image reconstruction is necessary. Several reconstruction
algorithms have been introduced over the past years. The commonly used algorithm
is the ordered subset expectation maximization (OSEMJ), a simplified maximum
likelihood expectation maximization (MLEM]) algorithm. For the (OSEMI the set
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the image quality. The image reconstruction is done on a computer.

of all LOR5s is split in multiple sets of data which cover the different equidistant
angular parts of the detector ring. This accelerates the reconstruction compared to
the MLEM] for clinical practice. The MLEM| method is an iterative algorithm. In
each step, the most probable activity distribution (estimation maximization) which
leads to the obtained ILORS is estimated. In order to find the most probable image,
the logarithm of the likelihood function is maximized as the derivative is set to be
zero. With this condition, a new estimation of the image can be calculated. In
clinical practice, the number of reconstruction steps is chosen in the settings. The
MLEM:based algorithms seem to be superior for this application as they are more
robust against noise which is important for low activity images like the ones after
activation during treatment [32].

In modern [PET! scanners, scintillation detectors with silicon photomultipliers
(SiPMs) are used for the photon detection. The scintillators, like lutetium oxy-
orthosilicate, Lu,SiOy, convert the high energy annihilation photons in a light signal
which is subsequently converted into a charge signal by the [SIPM. This signal can
be processed by the read-out electronics |28, |29)].
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In clinical practice, IPET!is used to visualize metabolic processes in the patient.
A biological molecule is doped with a radionuclide and administered either intra-
venously or orally. The molecule follows the metabolic processes in patient while
the radioactive decay is ongoing. After a pre-defined time, the activity distribution
is measured with the [PET] to identify hyper- or hypodense areas which for example
indicate tumor locations or under-supplied tissue. A commonly used molecule for
PET! imaging to visualize the glucose metabolism is fluorodeoxyglucose (FDG),
glucose which is doped with 18F [31].

For diagnostic applications, [PET! is combined with a second imaging modality like
conventional X-ray computed tomography (CT) or magnetic resonance imaging
(MRI)) to overlay the metabolic information with the anatomic information from the
second modality 28| 29} |33]. In addition, the information from the imaging can be
used for attenuation and scatter correction of the reconstructed IPET|images. The
attenuation and scattering of X-rays in the patient can be used to correct for the
scattering and attenuation of the annihilation photons which are used for the PET
imaging. This improves the image comparability of high and low density regions, as
the photons in the high density regions are scattered and attenuated more compared
to low density regions.

2.3.2 Application of PET for proton beam range verification

In contrast to diagnostic [PET|imaging, PET imaging for radiotherapeutic treatment
monitoring makes use of the radioactivation of irradiated matter produced during
proton irradiation. The produced distribution and types of radionuclides depend on
the irradiated material |15]. As the main contribution to the dose are ionization
processes, the produced activity distribution and the planned dose distribution do
not have any direct dependence because the production of radionuclides is caused by

- | Prediction
“| of activity

Y

Planning |y, [Treatment| 5, |Fractional [y [PET |_3.| Comparison k| Treatment
CT planning treatment imaging of images continue
4
not ok

Possible clinical workflow of the implementation of [PET|imaging for
fractional dose monitoring. The [PET|imaging would be done for each treatment
plan during the overall treatment.
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nuclear interactions |3} [8]. In consequence, the activity has to be predicted using MC
simulations of the treatment plan. As a result, the predicted and measured activity
can be compared. From the comparison of both activity distributions, potential
improvements of the treatment plan can be developed as deviations between the
predicted and observed activity distribution would be caused by a different irradiation
of the proton field as expected from the treatment planning. A potential reason
might be anatomic changes in the patient, delivery uncertainties of the treatment
machine or uncertainties in the estimation of proton interactions from [C'T| imaging.
The process is summarized in Figure 2.5.

However, the benefit of PET! imaging for range verification is limited. The activated
tissue and biological molecules are subjected to many transport processes like
metabolism or diffusion. In result, the produced activity distribution is not only
decreasing due to the radioactive decay. One possible solution is to keep the time
between irradiation and imaging as short as possible and place the imaging system in
the treatment room [9]. As the imaging system is not portable, multi-room centers
would need to equip each beam line with a dedicated imaging system if this method
were to be implemented in their clinical work flow.

As[PET! imaging is performed after the irradiation is finished, all these methods are
called off-line range verification. Additionally, so-called on-line methods have been
developed, mainly based on the prompt gamma-rays, photons emitted during the
nuclear interactions of the protons with the target nuclei. With the properties of
the photons like their energy up to 10 MeV, the position of the proton beam in the
patients can be estimated. On-line corrections of the treatment plan during the
fractional treatment might be possible using these techniques. However, all these
techniques have not been introduced in clinical routine as the limitations currently
dominate the potential clinical advantages.

Therefore, implants have been proposed to overcome limitations of [PET| imaging
for range verification as implants are not subjected to any transport processes |10,
11]. The advantages of various implants have been discussed for proton beam range
verification in the literature. In addition, prior to this work, the potential use of
titanium implants from surgical resections has been investigated. Based on these
results, further investigations are presented in this work [12} |13].

2.4 The West German Proton Therapy Centre Essen

Today, the West German Proton Therapy Centre Essen (WPE) is the largest proton
therapy center in Germany. The [WPEI proton treatment machine is a 230 MeV
isochronous cyclotron from IBA (IBA Proton Therapy, Louvain-La-Neuve, Belgium)
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implemented in a Proteus Plus system with four treatment rooms and five clinical
beam lines. The beam lines allow for the different treatment modes for clinical
patient treatment. Three treatment rooms are equipped with a gantry which can
be rotated 360° around the patient, so-called gantry treatment rooms (GTRs). One
additional room, the fixed-beam treatment room (FBTR) features conventional
beam line, comparable to the beam lines in the which is fixed to a horizontal
beam direction and a dedicated beam line for eye treatment which feature a special
treatment mode with high dose rates and low ranges. The proton treatment system
is shown in Figure 2.6l

Beam transport tunnel with kicker magnets to treatment rooms

Figure 2.6: The proton therapy machine at the The 230 MeV cyclotron
and the degrader with the energy selection system and the beam line are shown as
sketch. The treatment rooms are represented with photos.

The degrader system mounted at the cyclotron exit can deliver proton energies
between 100 MeV and 226.7 MeV which correspond to R80 of 7.7 cm and 32 cm in
water . Lower residual range for patient treatment can be achieved with
range shifter mounted on the nozzle exit. For the different treatment rooms,
two or three RS with defined water equivalent thicknesses can be used for treatment

with

All experiments presented in this work are performed in or [GTR4. This
decision is based on several reasons. Firstly, both beam lines operate in
treatment mode. The has the advantage of less production of secondary
particles like neutrons which results in more accurate results for the measurement of
activation cross sections . Furthermore, for simulations, treatment
fields can be implemented easier than simulations of passively scattered treatment
fields. Secondly, for these two beam lines, the number of protons per dose has been
determined prior to the presented studies using a Faraday cup . In
result, the number of protons for each field can be calculated with an accuracy of
about 1%. Each of the beam lines feature a set of ionization chambers, so-called
monitor chambers, to verify the delivered dose distribution. The delivered dose is
internally measured in so-called monitor unit (MUJ).

14
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3.1.1 Radioactivity and decay modes

Radionuclides can be produced during cosmic processes like supernovae or by high
energy particle beams or cosmic rays during nuclear reactions. Depending on the
number of protons and neutrons in the nucleus, nucleons can be emitted from the
nucleus or converted into each other. A general model of the energy levels is shown in
Figure 3.1/ [36]. The dimensions are not to scale. This model is one of the models for
nuclear processes developed over time which can be used to understand radioactive
decay. However, different nuclear models might be used for other purposes. For

A Energy

Coulomb wall

Neutrons | Protons

-
. Cal
Distance

Energy levels

Energy levels in a nucleus with the Coulomb wall for the protons.
The dimensions of the energy levels are not to scale.

unstable nuclei, it is observed, that the number of decays per time is proportional
to the number of residual nuclei N. This differential equation is solved by the decay
equation

N = Ny exp(—At), (3.1)
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where N is the number of initial nuclei, ¢ is the time of observation and A = In(2) /71,
is the decay constant calculated with the half-life 7% ,. The derivative dN/at is the
activity A.

During the a-decay, a *He nucleus is emitted from the nucleus, resulting in a new
nuclide, which differs in the atomic number by four and the charge of the nucleus
by two. The a-decay is only possible for heavy nuclides as the energy levels above
the vacuum level have to be filled by protons and neutrons. A pair of two protons
and neutrons can tunnel through the barrier visualized in Figure 3.1. Once the
a-particle is outside from the barrier, it is accelerated in the Coulomb field of the
residual nucleus up to several MeV. The range of a-particles in matter is up to
several cm in air depending on the density [19].

For applications discussed in this work, the S-decay is more relevant. The S-decay
can be divided into the 3"-decay and the 3~ -decay. The first decay mediated by
the weak interaction is the conversion of a proton into a neutron by the emission
of a positron and an electron neutrino. In contrast, the f~-decay is the decay of a
neutron into a proton associated with the emission of an electron and an electron
anti-neutrino. The energy level criteria is according to the one for the S"-decay but
the binding energy of the neutron is higher compared to the proton.

As two particles are emitted during the S-decay the energy spectrum of the positron
or electron is continuous with a maximum energy associated with the difference of
the energy levels of the protons and neutrons. The produced positron is stopped
in the matter around the radionuclide and subsequently it annihilates with an
electron from the matter. As a result, two photons with an energy of 511keV,
which corresponds to the mass of the positron and electron, are emitted in opposite
direction. Three photons are emitted from the annihilation in the case the electron
and the positron have the same spin for spin conservation. The two 511 keV photons
can either be measured during gamma-ray spectrometry of a sample or during [PET
imaging [28], |29]. As the photons do not have any information about the initial
decay, the radionuclides can only be identified by the half-life of the initial decay.

During the electron capture, an inner electron is captured from the lowest energy
levels and the conversion of a proton in a neutron. During this process an electron
neutrino is emitted. As the process is similar to the 3*-decay, both decay modes can
be competing to each other for some radionuclides. Furthermore, some radionuclides
can only decay by the electron capture because the -decay is prohibited by the
energy conservation.

The most interesting process for the gamma-ray spectrometry is the ~-transition.
This process is not a decay as the nucleus is not changed regarding the number of
protons and neutrons. A photon is emitted, if a proton or neutron is changing the
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energy level to a lower one. The specific energy difference is emitted with the photon.
As a consequence the energy of the emitted photon is specific for the radionuclide [37,
38]. However, radionuclides with similar proton and neutron numbers have similar
energy levels which might not be differed by the experimental setup due to the
limited energy resolution of the detector system [38]. During one process, multiple
single transitions may occur which results in multiple photons emitted during the
process. Some of the photons not contribute to all transitions of a nucleus, which
is represented by an emission probability less than one. The number of expected
photons over time for each energy can be calculated from the activity.

The ~-transition is following one of the other processes described above [37]. As
a result, other decays can be measured indirectly using gamma-ray spectrometry.
Additionally, the nucleus can excited by radiation, like proton beams or gamma-rays
or during nuclear reactions. The typical radionuclides produced during nuclear
reaction have only short half-lifes and the photons are emitted within several ms
after the reaction and commonly known as prompt gamma-rays. As the energy
levels shown in Figure |3.1| are specific for the different nuclei, the energy of the
emitted photons is specific for the radionuclide. However, nuclei with similar number
of protons and neutrons have similar energy levels and in consequence, it is more
difficult to separate them with the energy of the emitted photons [37].

3.1.2 Interactions of gamma-rays with matter

In the energy range between 10keV and 10MeV, three different interactions of
gamma-rays with matter are dominant in the different energy intervals. In Figure|3.2,
the different mass attenuation coefficients #/, are shown for the interactions in ger-
manium [39]. Germanium is chosen as the exemplary material as the Dortmund Low
Background Facility (DLB) features a high-purity germanium (HPGe)-detector [40].
The high atomic number of germanium increases the reaction probability and thus
the detection efficiency.

For low energies up to about 100keV, the photo effect is dominant. During the
photo effect, the photon is absorbed by an electron which is subsequently emitted
from the atom. The residual energy of the electron is the energy of the incident
photon E. reduced by the binding energy of the electron Ey;,. The energy threshold
for this interaction is given by the binding energy of the electron [41]. The kinetic
energy of the electron E,;, can be calculated as

Ekin = E’y - Ebin‘ (32)

A more detailed investigation of the photo effect reveals, that the highest interaction
probability is expected with the electron with the highest possible binding energy.
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Mass attenuation coefficients for the three interactions photo effect,
Compton effect and pair production in germanium depending on the photon energy.
The sum of all three interactions is shown as well. Data taken from the XCOM

database [39].

Characteristic edges in the attenuation coefficient can be observed at the corre-
sponding energies for the deeper bounded electrons, as more processes contribute to
the interactions. The electron is subsequently stopped in the surrounding matter.

The Compton effect describes the scattering of a photon and weak bounded elec-
tron [42]. From the momentum conservation, the commonly known Compton formula

can be derived
AN = g o(1 —cos(9)) (3.3)

which describes the change of the wavelength of the scattered photon. In the
equation, the Compton wavelength of the electron is Ag, = "/m.c, and ¢ is the
scattering angle of the photon. It can be calculated, that the energy transfer to the
electron is maximized for ¢ = 180° which means, that the photon is emitted in the
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opposite direction after the interaction. Furthermore, the energy transfer on the
electron E is derived from the momentum conservation as

E,(1 - cos($))
m,cy? + £ (1 — cos(¢)) '

E, = (3.4)

The last relevant interaction in the range of decay photons up to 10 MeV in case of
excited states is the pair production. From a photon with an energy above 1022 keV,
a pair of an electron and a positron can be produced in the Coulomb field of a
nucleus which is necessary for momentum conservation. The lower energy limit is
caused by the mass of the electron positron pair. As described for the ' decay,
the positron is subsequently stopped in the matter and annihilates with an electron
by the production of a pair of two new 511keV photons. These two photons have
to be considered as they can possibly leave a sensitive detector volume. The pair
production is a significant effect above several MeV and the dominant effect above
10 MeV.

3.2 Gamma-ray spectrometry

3.2.1 Detectors in gamma-ray spectrometry

Two different detector systems are used for gamma-ray spectrometry [38]. While
scintillation detectors convert the deposited energy from the gamma-rays to visible
light or ultra-violet light, semi-conductor detectors convert the deposited energy in
an electric signal. While scintillation detectors are fast, semi-conductor detectors
have a higher energy resolution and are used for high precision measurements. The
DLBI features a semi-conductor to achieve a high energy resolution for radio-purity
measurements |40} 43|.

The principle concept of semiconductor detectors is the p/n diode. In the sensitive
crystal volume of the diode, the deposited energy is converted in a charge pulse. The
charge is proportional to the deposited energy in the detector which allows for the
energy measurement. The charge can be measured as current in the detector diode.
In the first step of signal processing, the charge pulse is converted in a voltage signal.
To do this, the amplifier features an integrator circuit with a capacitor. The signal
is now a voltage signal which is proportional to the initially deposited energy. As
the capacitor is charged by the current in the detector and subsequently discharged,
in this time period no further signal can be processed by the read-out system. This
time is the dead time of the detector system. To prevent a new signal processed
during discharging of the capacitor, a pile-up rejection (PUR)) is used to detected
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a second signal from the detector in the signal processing phase and discards the
incoming signal.

The second step of signal processing is the conversion in digital format with an analog
digital converter (ADC)). A multi-channel analyzer (MCAJ]) with 8192 channels is
used at the DLBL The range of voltage signals appearing in the measurement range
of the [DLBI is split in 8192 channels and the pulse from the amplifier is counted in
one of the channels depending on the pulse height. The resulting spectrum of the
measurement in divided in 8192 channels with an equidistant resolution over the
complete energy range. The initial deposited energy is proportional to the channel
number of the MCAI [38, 40, |43], 44].

3.2.2 Gamma-ray spectra

In Figure [3.3, a gamma-ray spectrum of the potassium isotope 4°K is shown. During
the decay of K a photon with a characteristic energy of 1461keV is emitted [37].
This results in a sharp peak visible at 1461 keV, the so-called full energy peak (FEP)
which represents all photons, which deposit their complete energy in the sensitive
detector volume. The energy can be deposited within one or more of the interactions
listed in Chapter |3.1.2. Two more peaks can be identified in the spectrum at 511 and
1022 keV lower energies compared to the FEPL The entries in the peaks are caused if
one or both of the annihilation photons leave the sensitive detector volume without
interactions after a positron was produced during pair production by the initial
photon. As the peaks are associated with the escape of one or both annihilation
photons, they are named single escape peak (SEP) and double escape peak (DEP).
In the shown spectrum, the peaks can be identified at 950 keV (SEP) and 439 keV
(DEP). As the pair production is only possible for photon energies above 1022 keV,
only these peaks come with a|SEP| and [DEPL

The second component of the spectrum is the Compton continuum up to 1244 keV.
The sharp edge at this energy is given by the maximum energy transfer during
the Compton interaction according to Equation (3.4). Entries in the spectrum
between the Compton continuum and the [FEP| can only be caused by multiple
Compton interactions and the photon leaves the sensitive detector volume after
the interactions. In the energy range of the Compton continuum a fourth peak is
visible. This peak has a larger width compared to the other peaks. In the shown
spectrum, the peak is located at 217keV. This energy is the residual energy after
a Compton interaction of a 1461 keV photon with a scattering angle of 180°. The
peak is induced by photons which are back scattered from the shielding and reach
the detector volume afterwards.
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Figure 3.3: Exemplary simulated gamma-ray spectrum of a °K source. The
full energy peak (FEP), the single and double escape peaks (SEP and DEP), the
Compton edge (CE), and the back scatter peaks from photons back-scattered in
the detector shielding are visible in the spectrum.

Samples with multiple radionuclides lead to multiple peaks with different intensities.
Depending on the intensities of the single [FEPS, some peaks can be dominant
compared to the background from peaks with higher energies or might be invisible.
Invisible peaks might be covered by the Compton continuum of peaks at higher
energies. The visibility depends on the emission probability and activities of the
peak compared to the intensity of peaks at higher energy. Even coincidences of
more than one initial decay photons are possible. The probability depends on the
activity of the sample and the time resolution of the used detector system.

The first step of the analysis of a gamma-ray spectrum is to assign all peaks to the
radionuclides in the sample. In addition, the background spectrum of the detector
system may disturb the measured spectrum further . As a result, peaks with
decay rates close to the background activity might not be visible in the spectrum.
The shown spectrum is obtained by a simulation [45] [46]. If the activity of
the sample is close to the detection limit, a long measurement time is necessary to
identify the peaks in the spectrum. For activated samples from irradiations, the
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half-life of the radionuclides are relevant and it might not be possible to observe the
radionuclides in the spectrum.

3.2.3 Determination of the activity from gamma-ray spectra

Once, the radionuclides are identified in the gamma-ray spectra, the activity can
be calculated. Therefore, two steps are required. At first, the net count rate, the
count rate subtracted by any background entries in the spectrum, of each peak is
determined. Secondly, the activity has to be calculated from the net count rate.

Two different standardized protocols have been developed to determine the net count
rate of each peak in the past. The latter one, DIN ISO 11929:2011 is used in the
present work [47]. Both protocols describe the estimation of the background which
is subtracted from the peak count rate. The background can either be induced by
the Compton continuum from other peaks from the sample under study at higher
energies or from radioactivity in the shielding material or the cosmic or environmental
radiation [40]. Furthermore, peaks appear at different energies without a sample in
the detector system in the background spectrum of the detector system. These peaks
stem from environmental activity or cosmic rays [44} |48]. Especially in samples
with activities at the level of the environmental radioactivity, the net count rate
of the peaks in the background spectrum has to be subtracted from the net count
rate in measurement spectrum, as the activity might be over-estimated due to the
background activity.

The second step is the calculation of the activity from the net count rate. To do this,
different effects have to be taken into account. At first, the emission probability,
which is a radionuclide specific constant for each decay energy and describes the
probability of emission of the corresponding photon during the decay needs to be
considered. As different energy levels can be part of the decay process, the emission
of different photons with different energies can be part of the decay. As a second
effect, not all emitted photons reach the sensitive volume of the detector. The solid
angle compared to the complete coverage of the sample with the sensitive detector
volumes considers the loss of photons which are emitted in different directions and
do not hit the detector. At last, the sensitive volume of the detector is limited. As
a consequence, the detection efficiency is limited, as the interaction probability of
the photons with the detector material is limited. In summary, the activity A can
be calculated from the net count rate Z with

A VA
A = = —
2eQ  fep’

(3.5)
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with the solid angle {2, the efficiency @ and the emission probability €. The product
of all three factors is called full energy peak efficiency fep. The fep can be calculated
from calibration measurements or, as implemented for the [DLBI estimated with IMC
simulations [40, 43].

A special case is the annihilation peak (AP)) which is induced by one of the photons
from the electron positron annihilation. In contrast to the characteristic energy of
other peaks, the energy of 511keV is not specific for a single radionuclide. Thus,
the analysis of the half-life is mandatory for this peak to verify the radionuclide
in the peak. Furthermore, this peak has some special properties compared to the
other peaks. While the width of the gamma-peaks is mainly given by the energy
resolution of the detection system, the width of the |AP|is broadened by various
other physical properties. The momentum of the positron is nearly zero during the
annihilation process, but a residual momentum of the positron leads to an energy
distribution of the annihilation photons, which is called Doppler broadening |49, [50].
Furthermore, a positronium, an electron positron bound state can be formed prior
to the annihilation process. Depending on the spin of both particles, a third photon
is emitted because of the conservation of the spin.

In consequence, the determination of the width of gamma peaks described in the
protocols is not valid for the AP. A width of several keV is observed for this peak.
For a correct analysis of the peak, the broadened width has to be taken into account.
During a pre-study, this method has been verified with a ??Na source [51]. The
radionuclide ?>Na decays by the emission of a positron and has characteristic photon
decay energy of 1275 keV as well [37]. For other radionuclides like 1*C or ¥F which
decay only by the emission of a positron, the [AP|has to be analyzed [37].

3.3 The Dortmund Low Background Facility

The Dortmund Low Background Facility (DLB)) is a low-level gamma-ray spectrom-
etry laboratory at TU Dortmund University [40, 48]. The detector system is placed
at the ground level and the laboratory is easily accessible. As a result, a massive
outer shielding and special shielding design including an active veto system yield to
a low net count rate which is comparable to net count rates achieved by natural
shielding by placing the detector system below the ground level [40].

The complete arrangement of the [DLBIis shown in Figure 3.4, The outer shielding
consists of about 320t of barite-concrete and 43+t of cast-iron. The iron parts are
placed directly above the lead castle housing the detector. The concrete modules are
arranged to have a shielding between 1 and 1.5m on all sides around the detector.
All in all, the outer shielding corresponds to 10m of water equivalent shielding
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Shielding setup of the DLB with the barite-concrete (light gray boxes),
cast-iron (red) and the inner shielding (lead castle, dark gray) in the center. The
lateral parts of the muon veto (green) are not shown. The liquid nitrogen dewar
(LN2) and the lead castle can be moved to the maintenance path to remove the
plug from the top side to reach the sample chamber. The dimensions are not to
scale.

which is a low amount of shielding compared to other low-background facilities [40),
43|. The water equivalent thickness of the detector shielding is used to compare
the different low background facilities in terms of shielding. While most of the
cosmic rays are stopped, the hard cosmic radiation, mainly cosmic muons, are not
stopped in the shielding and can still reach the detector. To reduce the muon
induced background, an active muon-veto covers the lead castle. The muon-veto
itself consists of an arrangement of scintillation detectors with a photo multiplier
read-out system. Once, a muon is detected in the veto system, the measurement
is paused for a short time such that the muon is not detected in the gamma-ray
detector 44 |48].

The room in the outer shielding is set up as clean room to prevent any dust entering
the shielding which potentially contain radioactive impurities. A multi-layer lead
castle covers the detector itself inside. The several layers differ by the contamination
of the lead with the radioactive 2!°Pb. As a result, the ?!°Pb in the background
spectrum is reduced. The inner chamber of the lead castle is covered with high
purity copper manufactured by electrolysis to avoid any radioactive impurities in
the copper. The sample chamber itself is closed by a lead plug from the top. The



3.3 The Dortmund Low Background Facility

volume of the residual measurement chamber is 1L [40]. The inner shielding is
called lead castle and reduces the background induced by natural radioactivity. As
neutrons are produced in interactions of cosmic rays with matter, these should not
reach the detector [40, 43]. Therefore, a layer of boron-loaded polyethylene (BPE) is
placed between the several layers of lead to moderate the neutrons and subsequently
stop the neutrons in the inner lead layers.

The high-purity germanium (HPGe) detector crystal itself is protected from any
mechanical damage by an aluminum end-cap. The detector crystal itself is germa-
nium detector of about 1.2kg (Canberra Semiconductor NV, Olen, Belgium). The
measurement samples are placed in a sample box or plastic bag depending on their
physical properties (powder, liquids, solids). The latter one is used in the context
of the presented work. This should avoid any contamination of the measurement
volume with radioactive sample material. The samples are commonly placed directly
on the center of the end-cap.

To calculate the full energy peak efficiency introduced in Chapter|3.2.3, a MClmodel
of the geometry of the complete arrangement has been developed [43]. For the mea-
surement of the samples, only the inner shielding is simulated for performance reasons
as the back scatter of radiation from the sample in the outer shielding is negligible.
The complete model is implemented in the Geant4 framework VENOM [45, 46).
Therefore, a model of the DLB| has been developed and implemented in Geometry
Description Markup Language (GDMLJ) [52].

As the [DLBl has been built for radio-purity research in the context of the Cadmium
Zinc Telluride 0-Neutrino Double-Beta Research Apparatus (COBRA)) experiment to
choose material for the experimental setup, the DLBIis designed for the measurement
of activities below the natural radioactivity and for radionuclides of long half-
lifes [40, 43]. As a consequence, the activity is supposed to be constant during
the measurement time. These prerequisites are not met for the measurement of
radio-activated samples from proton therapy. Firstly, for the context of this work,
short-lived radionuclides are from interest and the activity is not constant during the
measurement. Secondly, the activities are higher than the natural activity. However,
some changes in the evaluation and adjustment in the process of the data acquisition
have been implemented to allow measurements of samples with high activities [24}
34].

The correction of the decay of the radionuclide during the measurement can be
derived from the mean value theorem, which states that the numbers of decayed
nuclei during the measurement can be represented by a mean value

t1+Tite
AmeasTLife = / AO €xp (_)‘t)dt (36)
t

1
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In the equation, A, ., is the measured activity according to the ISO reference [47],
T} is the life time of the measurement, the active time of the data acquisition.
The decay corrected activity A, can be calculated with the equation, X is the decay
constant of the radionuclide and ¢, is the effective start time of the measurement.
The effective start time is calculated with the half of the irradiation time, the half
of the dead time in the measurement and the time between irradiation and start
of the measurement. For some radionuclides, the dead time can be reduced, if the
first time of the data acquisition is neglected for the evaluation. This reduces the
uncertainty, as a constant dead time rate during the measurement allows to split
the dead time half at the beginning and half at the end of the measurement. For
that case, this time has to be added to ¢;. Finally, the decay corrected activity is

calculated as:
A = AmeasATLife €Xp ()‘t1>
O 1—exp(—Myg)

(3.7)

The second optimization of the measurement protocol is to exploit the time resolution
of the setup. Depending on the half-life of the radionuclides in the sample, the
measurement is split in several intervals between 2min to 1h. To reduce the
uncertainty of the measurement, the dead time is reduced to 1s per interval which
is the time resolution of the electronic read-out system. The first intervals of the
measurement are neglected, if the dead time is more than 1s per interval to reduce
the dead time in the measurement. Together with the possible time resolution of
the read-out electronics, which is limited to the system time of the MCA|to 1s, the
systematic uncertainties have been estimated as

1 |
At, = JTS? and AT}, = ”\I;tﬁs, (3.8)

where ny, is the number of intervals used in the analysis. The /12 is given by the
fact, that the uncertainty represents the maximum range of the uncertainties to
calculate the standard deviation from the uniform distribution. Together with the
systematic uncertainty of the measured activity, which has been estimated as 3%
with a uniform distribution during the characterization of the detector system, the
systematic uncertainty of the decay-corrected activity can be calculated [24} 34].

At last, it has to be mentioned that a peak can originate from more than one
radionuclide. An analysis of the half-life is necessary for the peaks in the gamma-
ray spectra to identify their origin. For the case of more than one radionuclide
contributing to a single peak, different time windows of the measurements can
be identified from the measurement, in which one or the other radionuclide is
dominant in the peak. Based on this information, the analysis of the activity can
be performed.



The determination of activation cross sections has been a field of nuclear physics
since the 1950s [53,54]. One of the frequently discussed reactions is the "**C(p,x)!*C
reaction, as it has been used as a monitor reaction for the proton fluence estimation
for many other cross section studies in nuclear physics experiments. As a consequence,
many other cross sections have been measured relative to this reaction [55]. However,
the measured cross sections for the "**C(p,x)!C reaction vary by about 15% between
the different literature sources independent from the proton energy [56]. The
measured and published cross section data from the past have been collected in
the EXchange FORmat for experimental numerical nuclear reaction data (EXFOR)
database, aiming to provide a complete overview on the cross section data [56].

Today, the " C(p,x)!'C reaction is one of the reactions which are back in interest
in context of proton therapy research (34, 57459]. Nuclear interactions are not
the main contributor to dose deposition, but they can be used for post-fractional
field verification [3, I8]. As ' C with a half-life of 20.36 min [37] is the positron
emitter with the largest half-life produced from biological molecules, the production
of 1C is back in interest |[60]. Furthermore, if the activation of other elements is
used, like described in Chapter |6, the cross sections from the literature may need
to be re-evaluated carefully. As many other cross sections have been measured
relative to the "*C(p,x)!'C cross section, the uncertainties translate directly in
the uncertainties of the further cross section measurements. To predict activities
accurately for field verification in proton therapy, an accurate knowledge of the
absolute cross sections is crucial. The absolute activity is needed for verification of
absolute delivered dose, while the range of the proton beam can be compared with
relative activity distributions. The measurement of activation cross sections is the
basic nuclear physics part to improve field verification in proton therapy.

As the discussed 15% difference still persists in the latest publications, a joint study
is set up to evaluate the possible cause of this difference aiming to determine a
new reference cross section for this reaction which can be used to normalize the
known cross section data. The presented experimental study is one part of the joint
study [61].
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Two different excitation functions for the ''C production from natural carbon have
been published prior to this study. One set of experiments has been performed using
gamma-ray spectrometry at the [DLBI| subsequently to the activation at the WPE
[34, [58]. The second experimental study features a setup which is placed directly in
the proton beam line [59]. Both experimental setups come with different conditions
which are investigated in the joint study.

The presented study investigates the different irradiation parameters with the setup
of the target irradiation at the WPE| and the subsequent measurement at the [DLBL
Some of the experimental parameters, the target size and the field size, as long as
the field size is larger than the target area, have been investigated prior to this
study and have been excluded to be the cause of a 15% variation in the measured
cross sections. The further experimental parameters are investigated to complete all
potential influences.

4.1 Experimental setup

4.1.1 Estimation of the lateral beam profile

Two different methods have been used to irradiate a target for subsequent cross
section determination. A scanned proton field which is larger than the target area
can be used on the one hand, and a single pencil beam spot on the other hand. For
the scanned field activation, the target is irradiated with a field size which is four
times the size of the target itself. It has a nominal size of 5cm x 5cm. For fields of
this size, lateral effects can be neglected [62].

For the activations with one single pencil beam, lateral effects can occur, like a loss
of protons as some of the protons are scattered in the components of the nozzle, like
the vacuum window or monitor chambers, or the air itself. As a consequence, a low
dose envelope can be observed surrounding the beam spot [63, [64]. A target with
infinite dimensions would be the favorable setup for the activation with one single
pencil beam, as the loss of protons would be prevented by this setup. However, this
cannot be implemented in the experiment. The loss of protons depending on the
target size is estimated, to correct later for the proton loss.

To determine the beam profile for the chosen experimental setup a new set of
measurements is performed for this study. The measurements are performed at
the same beam line (FBTR)) with an IBA Universal Nozzle (IBA Proton Therapy,
Louvain-La-Neuve, Belgium) with an IBA Lynx PT detector (IBA Dosimetry,
Schwarzenbruck, Germany). The Lynx PT detector features a scintillation detector.
The light of the detector is observed with a charge-coupled device (CCD) detector
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General setup of the Lynx PT detector with scintillator, mirror, and
CCD sensor. The proton beam is delivered from the left-hand side (red beam
profile). The box of the detector is closed avoid stray light from the treatment room.
The signal of the scintillator is visualized in the schematic for all three measurements
(orange solid, dashed, and dotted line with increasing proton fluence).

via a mirror. The general setup of the detector arrangement is shown in Figure 4.1\
The lateral resolution of the detector is 0.5 mm with a sensitive area of 30 cm x 30 cm
[65]. The scintillator plane is aligned at the isocenter plane, as it is done for the
targets as well. As the dynamic range of the scintillator is limited to about two
orders of magnitude, but a resolution of the fluence down to one permille of the
maximum intensity is required, the so-called pair magnification method has been
introduced to estimate the lateral beam profile of a single pencil beam including the
lateral dose envelope by Lin etal. [66, 67]. The method has been optimized for the
setup at the WPE] prior to this work [68]. In a first step, a beam intensity is chosen,
where the maximum signal of the detector is between 60 and 80% of the maximal
possible signal. For the chosen beam energy of 100 MeV, 15 MU correspond to the
target signal of the detector system. In the second step, additional images of the
scintillation light are taken with 150 MU and 1500 MU. As a consequence, these
additional images have a saturated area in the center of the beam spot. In the
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analysis, the three measurements are rescaled by their inverse fluence ratios and the
saturated areas in the images are substituted by the measurements with the lower
beam intensity.

4.1.2 Gamma-ray spectrometry of activated graphite targets

During the prior work, different parameters have already been excluded as the cause
for the systematic 15% difference of the different measured cross sections: the target
size, the field size (as long as it is larger than the target), the target density and the
number of initial protons [34]. However, the 15% difference persists in the recent
publications. Table 4.1 provides an overview on the differences between the two
experimental methods from the literature. The first experimental method has been
developed in Essen and Dortmund [34] and is used in the further studies and the
second one has been developed at the GSI Darmstadt [59]. This experimental setup
can be taken to several irradiation facilities.

Overview of the systematic differences between both experimental
methods developed in Dortmund/Essen [34] and by the GSI group [59].

Parameter Dortmund /Essen method ~GSI method

irradiation technique scanned field single spot

target size small target large target

target density low density high density

target thickness thin targets thick targets

target alignment perpendicular to beam tilted by 45°

activity measurement gamma-ray spectrometer in-beam coincidence unit
number of protons Faraday cup ionization chamber

One possible reason for the discrepancy would be a systematic error in the measure-
ment of the activity by one of the two experimental setups. This can be excluded by
two different methods. The first one is the measurement of a calibrated radioactive
point source, the second one the measurement of the same activated target with both
setups. These two measurements are the first investigation performed in the study
to check for possible systematic differences. A 22Na (Eckert und Ziegler Nuclitec
GmbH, Braunschweig, Germany) source is used to check the calibration of both
experimental setups. It is observed, that the two methods of measuring the activity
result in the same absolute activity within their experimental uncertainties [61]. The
activities measured for the sample with both methods are A§S! = (11.1 £ 0.7) kBq

and ADertmnd/Esen _ (117 4 0.4) kBq.
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As a consequence, one of the other parameters from the table might be the cause
of the systematic difference of the 15% variation in the absolute cross sections. As
the comparison of methods to measure the number of protons has been analyzed in
the past [35], the first five parameters of Table |4.1| are investigated in the presented
study by varying the parameters. Therefore, the parameters used in the GSI method
are transferred to the Dortmund/Essen method. All the presented measurements
are performed by irradiating the targets at the WPE| and a subsequent gamma-ray
spectrometry measurement at the [DLBI| because targets activated by a single pencil
beam can by analyzed at the [IDLBI as well. With the in-beam coincidence unit
featuring scintillation detectors close to the target at the beam line, scanned fields
would irradiate the detectors as well.

Two different target materials from the same supplier are used for the set of
activations, the one used in the Dortmund/Essen method and the one from the
GSI method. The target materials from SGL Carbon (Wiesbaden, Germany) differ
in their density: a density of 1.8g/cm? for the GSI target and 0.9 g/cm? for the
Dortmund /Essen target, respectively. The targets from the GSI are produced from a
large solid and different thicknesses can be produced directly. For thick targets from

Overview of the experiments performed for the investigation of the
parameters. The ID is to identify the targets in the results section. (1) indicates
that the result is taken from the prior study [34]. (2) is the irradiation performed
during the joint experiment with both experimental studies [61].

ID  target material 2 [mm] p [g/cm®] lateral size [cm?] irradiation
A(1) Dortmund/Essen 1.05 0.9 2.5 x2.5 scanned

B GSI 1.05 1.8 25 %25 scanned

C GSI 3.0 1.8 2.5 x25 scanned

D GSI 5.0 1.8 25 %25 scanned

E  Dortmund/Essen 1.0 0.9 2.5 x 2.5 spot

F  Dortmund/Essen 1.0 0.9 2.5 x2.5 spot

G GSI 1.0 1.8 2.5 x 2.5 spot

H asI 3.0 1.8 2.5 % 2.5 spot

I GSI 5.0 1.8 2.5 x 2.5 spot
K(2) GSI 7.1 1.8 8.0 x 8.0 spot, tilted

L  Dortmund/Essen  15.2 0.9 7.5 x 7.5 spot

the Dortmund/Essen targets, a foil stack of multiple foils with a thickness of about
1mm is used. The target material delivered to Dortmund/Essen has been analyzed
by the supplier regarding any impurities. The potential impurities are below 0.001%
in the analyzed part of the target [69]. The different single experimental parameters
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for the irradiations can be taken from Table 4.2l To compare the different targets
with the same thickness z and different densities p, the areal density zp is introduced
to be a representative of the number of target nuclei per target area. For a constant
cross section, which is the expectation from the theoretical model of the cross section,
the number of reactions should increase linear with the areal density for the same
number of protons.

The targets are placed at the isocenter plane of the [FBTR] beam line and are
supported by low-density foam from the back- and bottom-side. The low-density
foam is removed after the irradiation and because of the low-density the proton
scattering by the foam is assumed to be negligible. The targets which are irradiated
with a scanned field are irradiated with a field of a full-width half-maximum of
5.25cm x 5.25cm with 1120.67 MU. This corresponds to a proton fluence @ of
(3.32 4+ 0.04) x 10°/cm?. The targets irradiated with a single spot of a dose of
61.40 MU. This equals (5.01 4 0.06) x 10° protons in the complete beam spot.
Subsequently to the irradiation, each target sheet is brought to the [DLBL The
transport of 35 km lasts about 40 min. This time of decay has to be corrected for
calculating the initial produced activity from the measured one [24} |34]. At the DLBI,
the target is placed in a plastic bag and directly on top of the detector end-cap.
The side facing to the beam nozzle during the irradiation is the side of the target
facing to the detector surface during the measurement.

This is a relevant part of the experiment, as the produced activity in the target
increases with the depth in the target. This is caused by the energy loss of the
protons in the target and the increasing cross section with decreasing energy [19,
56, [61]. The activity is not homogenous in the target which has to be considered
for the estimation of the full energy peak efficiency by IMC| simulations. Therefore,
the targets are divided in several slices with an increasing weight in the simulation
depending on the increasing cross section. The weights represent the relative
activation levels of the different slices of the target. The increase of the activation
level has been estimated in a separate study [61]. Furthermore, the non-constant
activation profile for the single spot activation has to be considered. The beam profile
is used for the modeling of the activation profile. Therefore, multiple concentric
cylinders are overlaid to approximate the Gaussian beam profile. For the tilted
target, these circular profiles have to be tilted as well. As the geometry of the target
and the [DLBIis implemented in [GDML it is easily possible to generate these profiles
with subtractions and intersections of the different shapes.

For the two different irradiation methods, two different equations to calculate the
cross section o have been derived in the single prior studies from Equation (2.2).
For the scanned field activation [34], the cross section is calculated from the initial
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activity A, with

MrA
o= 0 ) (4.1)
NAdesproton A
with the target mass mq; and molar mass My, the proton fluence @, ., the

Avogadro constant N, and the decay constant A of 11C which is calculated from
the half-life of 20.36 min [37] A = 567.3 x 107%/s. With the substitutions

myN
D ooion = — and n=-—L-A (4.2)
proto FT MT
with the target area F, Equation (4.1) can be converted in
Ay
= 43
77 ZENA (43)

with the target thickness z, the number of protons impinging the target N and
the particle density of the target material 7/v, which is used for the single spot
activations [59]. The easily accessible representatives of the three objectives number
of protons, number of reactions and number of target nuclei are used for the
calculation of the cross section for the different irradiation methods.

The experimental uncertainties of the experimental setup have been investigated
and discussed on detail in the past [34, |59]. The incident number of protons has
been measured with a Faraday cup (FEC)) prior to the activation study [34]. The
experimental uncertainties of this measurement including the reproducibility of the
treatment machine have been estimated as 1.1%. Additionally, a second contribution
stems from the activity measurement with the [DLB! setup. The uncertainty of the
measured activity is 1.7% [43]. Additionally, the time for the decay correction has
an uncertainty as described in Equation (3.8)) in Chapter [3.3. The last contribution
is given by the target itself. The target mass is measured with an accuracy of
0.01g. All in all, the experimental uncertainties sum up to 2.4% which is a low
uncertainty compared to many data from the literature |34} [56]. Additionally, a
statistical uncertainty from the count rate during the gamma-ray spectrometry has
to be added to the overall uncertainty [47]. The experimental procedure at the
DLB! has been optimized to reduce the experimental uncertainties as described in
Chapter [3.3.

As the activation profile for non-uniformly activated samples is only an approximation
with discrete steps, the simulations for the full energy peak efficiency are a further
possible source of uncertainties. To estimate the uncertainties, different levels and
activity distributions in one sample are simulated. As a result, for targets with
a thickness of more than 1mm (all samples except A, B, E, F, G) an additional
uncertainty is of 1% is added to the overall uncertainty. The analogous principle is
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performed for the single spot activations with the lateral beam profile. For these
samples, an additional uncertainty of 1% is estimated as well. In summary, the
overall uncertainty is 2.6% if one of the corrections for the non-homogenous activation
profile needs to be applied and 2.8% for the samples with both corrections [61].

4.1.3 PET measurements of activated graphite targets

To validate the experimental results, a [PET| scanner is used for two more activation
studies on graphite. Therefore, the two different targets are scanned in the Siemens
Biograph Vision [ToFHPET! system (Siemens Healthineers, Erlangen, Germany). The
calibration of the [PET] scanner has been validated with the same calibrated ??Na,
source prior to the experiments which has been used for the validation of the setups
in Chapter 4.1.2 [61, [70]. The deviation of 5% from the calibration certificate
of the source is within the clinical tolerances of [PET| imaging [33] and is used
as a systematic uncertainty of the absolute activity for the subsequent activation
studies.

The first experiment can demonstrate the comparability of the irradiation of a stack
and a thin foil. With the independent system for the estimation of the activity, it
is possible to identify a possible issue affecting both systems from the experiments
described in Chapter 4.1.2. Furthermore, the irradiation setup is more comparable
to the ones from the past, where a stack of targets has been irradiated with one
shot and the targets have been analyzed separately to obtain the energy dependence
of the activation cross section [57]. This experiment is the activation of a graphite
foil stack of 10 cm height. The foil stack has a lateral size of 2.5cm x 2.5cm. The
stack is irradiated with a scanned proton field of 130 MeV. At a depth of 3.7 cm,
the residual energy has an average of 100 MeV [19].

The second experiment is to compare the activation profile with the profile of the
pencil beam spot. Therefore, a target of 5.0cm x 5.0cm is irradiated with one
single pencil beam. The target has four different thicknesses. Each quarter of the
target has a different thickness of one, three, five, and seven single target sheets
from the Dortmund/Essen target material. The lateral profile of the pencil beam
spot can be observed by [PET! imaging. However, this image is a superposition of
the beam profile, the range of the positrons and the point spread function (PSF) of
the [PET] scanner. In consequence, the results of this irradiation are not used for a
cross section calculation. The target is irradiated with proton field of 100 MeV. To
increase the efficiency, the target is placed in a PMMA|absorber for the PET! scan
in which the positrons from the decay can annihilate.
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Both [PET! scans last 2h after the proton irradiation. In contrast to the clinical
workflow of PET! imaging, the |(C'T|is not acquired prior but subsequently to the PET
acquisition. The data of the [PET] are acquired in list mode and the reconstruction
of several images over time allow to cross check the half-life of the activity to verify
the sensitivity to 'C. A protocol for the radionuclide ??Na with a half-life of
2.602a [37] is used to avoid the implemented correction for a decay during the image
acquisition of the [PET! system. As a consequence the emission probability is not
applied correctly in the PET images as the one from ??Na is used. Therefore, all
absolute activities have to be corrected with ratio the emission probabilities of ??Na,
and 11C.

The lOSEMI reconstruction based on the [ToF|information is chosen for the reconstruc-
tion of the acquired [PET|images as it is discussed in Chapter |2.3.1/and recommended
in the literature [32]. For the calibration of the absolute activity, several reconstruc-
tion algorithms have been investigated. All of the chosen algorithms are within the
clinical acceptable tolerances [70]. The (OSEM! algorithm is used as suggested in the
literature for post-fractional imaging [32].

4.2 Measurement analysis and results

4.2.1 Lateral beam profile of a single pencil beam

The evaluation of the lateral beam profile is required prior to the cross section
measurements for the single spot activations to calculate the number of protons
missing the targets. In a first step, the three acquired images have to be corrected
for their individual beam center. This is necessary, as the positioning of the beam
is centered during every beam request with the monitor chambers in the nozzle.
As a result, small deviations for the three single measurements are expected to be
visible. Once, this correction is done, the super-positioning of the three profiles is
possible. Therefore, the three measurements are normalized with their individual
weight in monitor units. The saturated areas in each image are substituted by the
corresponding part of the image with the lower monitor units. An image with a
large dynamic range of the individual beam spot is generated by this method [66)
67].

A double Gaussian distribution

flz,y) = ale*31((a?fxo)2+(y*yo)2) + a2e*/32((x79c0)2+(y*y0)2), (4.4)

with the parameters o, oy, 31, By, 2y, and y, and the image coordinates x and vy is
fitted to the overall beam profile. In the equation, a; and a, describe the weights of
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the two components of the double Gaussian distribution and 3; and 3, contain the
corresponding standard deviations of the beam profile. The parameters x, and y,
represent a potential shift from the image center of the spot profile which becomes
relevant, if the image coordinate system is not aligned with the beam coordinate
System.

The distribution in Equation (4.4)) is restricted by two conditions. Firstly, the shift of
both Gaussian distributions is assumed to be the same. Secondly, a forced symmetry
of the beam spot is forced by taking the same width in z- and y-direction. These
conditions are correlated with the assumptions, that all scattering components in the
nozzle are symmetric around the beam center and symmetric beam production and
transport through the beam line. In clinical practice a symmetric beam spot shape
is assumed in the [TPSl However, the measured beam spot has a slight deviation
between the width in z and y direction, but this difference is very low. The two
assumptions reduce the number of free parameters for the fit.

The acquired and super-positioned beam profile is shown in Figure |4.2. The
distribution from Equation (4.4)) is fitted to the data. The results of the fit are
collected in Table 4.3l From the parameters 5, and f5, the corresponding standard
deviations o (note o represents the standard deviation of the Gaussian distribution
in this section) are calculated with

= (7.8057 £ 0.0027) mm and o, =

1 1
o, = = (13.21 4+ 0.04) mm.
2¢/28, 24/208,
With the two results, the lateral profile of the activation used for the MC| simulation
can be calculated. The result for o, is close to the clinical used value in the [T'PS|for
a beam energy of 100 MeV at the [FBTRI| beam line. However, a small deviation is
expected, as the clinical [I'PS/models the lateral beam profile using a single Gaussian

distribution. The beam profile is normalized to the maximum of the measured
profile. The sum of «; and «, is 99.29%.

In Figure 4.2 a characteristic step is visible in the beam profile at a very low
intensity at about 0.01% of the maximum intensity. To understand the cause of this
step, further investigations are performed to exclude an origin in the beam profile.
This step can be observed with a second Lynx PT detector as well. Interestingly, if
the Lynx PT is rotated by 180° around the beam axis, the step remains at the same
position in the image coordinates, but the beam coordinates are rotated by 180°
against the image coordinates. A beam specific issue can be excluded as the origin of
this abnormal observation. A last possibility for the origin is the read-out electronics
of the [CCDI sensor or a two-column sensor layout. However, the asymmetry has a
very low intensity and the asymmetry is not visible in the fitted beam profile, which
is caused by the model from Equation (4.4). In conclusion, this does not affect
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Figure 4.2: 2D profile of the single pencil beam spot measured with the Lynx PT
detector. The image artifact on the level of 0.01% of the maximum intensity is
visible as a step.

the usability of the results for the beam profile corrections for the activation cross
section calculation.

To apply corrections for the protons missing the target for the different target sizes
from Table the integrals of the beam profile over the target areas are compared
with the integral over the complete beam spot. The complete beam spot contains
all protons which are counted in the monitor chambers and the scintillator size of
30cm x 30cm of the Lynx PT is assumed to contain all protons. To calculate the
integral of the beam spot over the target, the beam profile is restricted to the size
of the target. The relative number of protons hitting the target is the ratio between
the integral restricted to target size and the integral of the complete beam spot.
In Table the relative number of protons missing the targets is listed for the
different target sizes. For the tilted target, the projected size of the target on a
surface perpendicular to the beam direction is used for the mask. To calculate the
number of protons hitting the target from the number of protons in the complete
beam spot which is measured by the monitor chambers, this correction needs to be
applied.

37
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Parameters of the double Gaussian distribution according to Equa-
tion (4.4) fitted to the measured beam profile.

parameter fit result
ay [%)] 93.39 +0.04
ay [%) 590 +0.04
By [1073 pixel] 2.0516 4= 0.0007

B, [1073 pixel]  0.7168 -+ 0.0021
o [pixel]  299.3956 + 0.0008
Yo [pixel]  299.7813 + 0.0008

List of correction for the loss of protons during single spot activations
by protons not hitting the target. Note: The target K is tilted against the beam
axis by 45° which results in more protons missing the target.

lateral size affected IDs  correction [%)]

25%x25 EF, G HI 28.0
75x 175 L 0.9
8.0 x 8.0 K 15

4.2.2 Calculation of the activation cross section

The acquired gamma-ray spectra at the [DLB| are analyzed all in the same way.
At first, the net peak content of the |[AP|is calculated over time. As described
in Chapter [3, all radionuclides which decay by the emission of a positron may
contribute to the peak, a half-life analysis of the net peak content is used to verify,
that the peak is assigned to the radionuclide under study, ! C. No other radionuclide
contributing to the |APlis expected to be visible after 40 min of transport in graphite,
as the radionuclide 'YC with a half-life of 19.31s [37] is not visible in the spectrum
any more. However, as impurities from other radionuclides have been found in other
target materials in the past [24], this additional check is able to identify impurities on
a relevant level. For all samples, the half-life fits to the one from the literature. An
exemplary decay curve is shown in Figure 4.3. This decay curve is measured during
the joint experiment with both experimental setups from Table 4.1/ (sample K) [61].
To compare both setups, the count rate is converted to the corresponding activity,
which is not necessary to verify the half-life. This conversion enables the direct
comparison of both setups and it is visible, that both setups measure the same
activity. The shown exponential fit to the data from the [DLBI describes the data of
the in-beam setup as well. However, the fast decay of '°C can be observed with the



4.2 Measurement analysis and results

105 T T T T
¥ Measurement DLB
%X Measurement in-beam setup
104 - | ~— Exponential model fitted to DLB data| |
Transport gap
108 =
=
|/
<
10° E
10t F
100 | | | |
0 50 100 150 200 250

t [min]

Figure 4.3: Activity over time for the target irradiated during the joint experiment.
The fitted model from the [DL.B! data matches with the activity from the in-beam
setup as well. The time gap between both measurements is the time for the
transport of the target.

in-beam setup and these data are not described by the fit .

An exemplary gamma-ray spectrum is shown in Figure In addition to the [AP)
two more peaks can be identified in the spectrum. The one at 477 keV is caused
by the radionuclide “Be. This radionuclide has a half-life of 53.22d . Together
with the lower production cross section by a factor of four, the activity in the
samples is low and the statistical uncertainty of the results is on the 10%-level
for the measurement time of several days. As this excitation function has been
measured in detail in the past , this peak is not evaluated further during
this study. Furthermore, this radionuclide cannot be observed with the in-beam
setup as the in-beam setup measures the coincidence of the two annihilation photon
and "Be is not a positron emitter. A third dominant peak is visible at 682keV.
This is the coincidence of the [AP|and the corresponding backscatter peak. Those
coincidences appear in spectra of samples with high activities and lead to errors in
the calculation of the activity from the [FEPL To avoid those errors and reduce the
experimental uncertainties, only data are used for the analysis, once the dead time
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Figure 4.4: Gamma-ray spectrum for different time intervals of an activated
graphite sample. The first 1h (green) show a relatively high activity and a
coincidence peak of the [APl from 'C and the corresponding back scatter peak
(BS) is visible in the spectrum. In a long-term measurement (blue) the peak from
"Be is visible as well. The background spectrum (red) is shown for comparison.

in a 2min interval of data acquisition has reached the lowest possible level of 1s,
as described in Chapter . It has been shown in prior studies, that the
data of 1h of measurement is sufficient to reach a statistical uncertainty below the
level of the systematic uncertainties for sample which reach the 1s dead time limit
during the measurement time .

With the data of 1h, the activity is calculated from the net count rate subsequently.
Therefore, the evaluation of each peak is performed as described in Chapter
according to DIN:ISO 11929:2011 . For the analysis of the [AP) the described
validated adjustments of the peak width has to be done, compare Chapter The
validation has been done with the ?2Na source prior to the measurements .
The measured activity is an averaged result, as described in Chapter Once the
measured activity is calculated, the decay correction between the irradiation and the
start time of the analysis as well as the one for the decay during the measurement
period is applied. As the last step the measured cross section can be calculated
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according the Equations (4.1) or (4.3). The measured cross sections are collected
with their corresponding initial activities in Table |4.5. The data for the calculation
described here can be found in Chapter |A.1L

Initial decay corrected activity A, for each target and the measured
activation cross section calculated from the activity. For completeness, the areal
density zp is added to the data. (1) indicates that the result is taken from the
prior study. (2a) is the irradiation performed during the joint experiment with
both experimental studies and (2b) is the cross section calculated with the in-beam

setup.

ID  zp[g/cm] A, [kBq] measured o [mb]

A1) 0099 394 £0.07 702+ 1.7
B 0.180 771 +£0.14 704+ 1.5
C 0.540 220 +£04 67.4 4+ 1.6
D 0.900 371 407 69.1 + 1.6
E 0.099 0.758 £ 0.017  69.7 + 1.7
F 0.099 0.755 4+ 0.016 69.4 £ 1.7
G 0.180 1.388 4 0.029 68.6 &+ 1.8
H 0.540 4.08 £0.10 673+ 1.7
1 0.900 6.92 +0.16 684+ 1.8

K(2a) 1278 117 +04 647+ 17

K(2b) 1278 111 +0.7 615+ 7.0

=

1.424 12.7 +04 66.6 4 1.7

With the analogous principle of decay correction, the [PET! measurement of the
activated foil stack is evaluated. However, this method differs in the estimation of
the measured activity. A volume of interest (VOI) is placed around the point in
3.7cm depth on the central axis of the foil stack. This is the depth, in which the
medium residual energy of the protons is 100 MeV. The lateral dimensions of the
VOI| are chosen with the lateral profile of the activity distribution measured with
the [PE'T| scanner. While the real activation is homogenous in the lateral direction,
the [PET| image is not constant. This is caused by the general limitation of [PET
imaging. The image represents not the activity distribution at the origin of the
positrons but the distribution of the annihilations of the positrons. As a result, the
PET! image of a point source is smeared by the range spectrum of the positrons. As
the target stack is activated over the complete area, positrons emitted close to the
edges can potentially leave the target material before they stop and annihilate. A
smeared activity distribution is observed close to the target edges. In the middle of
the target stack, an equilibrium of the positrons which enter or leave the volume
can be assumed, as the emittance is supposed to be homogenous in all directions.
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This results in a flat profile of the obtained activity in the middle of the stack, as
the width of the target is larger than the range of the positrons.
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Figure 4.5: Relative activity distribution in 3.7 cm depth in the graphite stack.
From the image, the lateral dimensions of the[VOIlis derived. The lateral dimensions
of the are shown in red.

The dimensions are chosen as 16.5mm x 16.5mm in the lateral dimensions
which is the homogenous area of the activity profile and 8.2 mm in beam direction.
The lateral activity profile in 3.7 cm depth is shown in Figure The activity
concentration is integrated over the and subsequently, the known decay cor-
rection is applied on the measured value. Finally, the cross section is calculated as
(69.8 + 3.6) mb. The uncertainty of this cross sections contains the uncertainty of
the activation from the [PET of 5% 61, and the 1.1% from the measure-
ment which affects all result. The measured cross section is shown in Figure 4.6
together with the cross sections from Table [4.5l It is visible, that all measured cross
sections are in agreement within their uncertainties and accumulate around one
unified value.

With all the measured cross sections, the average cross section can be estimated.
The weighted mean of (68 4 3) mb represents all cross sections measured with the
different targets and experimental setups. The weighted mean takes the different
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Visualization of all measured cross sections with the different targets
and experimental setups. It is visible, that all cross sections agree within their
individual uncertainties.

experimental uncertainties of the different methods of measuring the initial activity
into account which directly translates in the experimental uncertainty of the derived
cross section. To estimate the energy, the energy loss of the protons in the different
targets from Table 4.5 is calculated with the stopping power for protons from
the database [19]. The medium energy and the energy spread are taken as the
energy and its uncertainty. The proton energy for this cross section is estimated as
(97 + 3) MeV.

At last, the consistency of the measurement can be checked with an additional
approach. As already mentioned, the areal density zp represents the number of
target nuclei per area and thus the number of reactions per proton should increase
linear with increasing zp. To check the consistency of the initial activities measured
at the [DLB| which represent the number of reactions, the hypothesis of the linear
increase is shown in Figure 4.7, It is indeed visible, that the measured data are
consistent with a linear fit. Furthermore, the slope of the curve contains the cross
section for the reaction under study together with some constants according to
the Equations (4.1) to (4.3). From the shown fit, a cross section of (67.0 4+ 1.7) mb
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is calculated. As this cross section is in agreement with the weighted mean, it is
concluded, that all measurements are consistent. However, only the data calculated
from the measurements at the IDLBl are taken for the fit to achieve the same
conditions for all data.

4.2.3 Activation profile measurement with PET

Two different tests are performed to compare the activation profile with the fluence
profile of one single spot and the increasing activity with target thickness. The
analysis is done with the [PET| measurement of the target with four different thick-
nesses. The first test is the linear increase of the activity with the increasing target
thickness. The thickness of one, three, five, and seven foils correspond to 1.05mm,
3.15mm, 5.25 mm and 7.35 mm. A [VOIlis placed in each quadrant of the target and
the activity in the [VOIlis used as the representative of the activity in the part of the
target. The thickness of the VOIs varies with the thickness of the sample in each
quadrant. All four VOIs are shown with the matched PET//CT!in Figure |4.8|

The activity is calculated for each [VOI and the results are summarized in Table 4.6l
The increase of the activity in each [VOI is shown in Figure [4.9. It can be derived,
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Figure 4.8: Four in the activity distribution measured in the [PET] overlaid
with the Numbers indicate the number of sheets in each quadrant.

that a large uncertainty might be associated with this method. In the visualization
of the is visible, that the beam spot might not hit the target at the target
center. The target is aligned by X-ray imaging at the beam line. However, the
co-linearity of the proton beam compared to the X-ray imaging is limited with an
uncertainty of 0.5 mm. Additionally, the steps of the targets are difficult to identify
in the planar X-ray images which may result in a positioning uncertainty of the
target. Furthermore, the are close to each other. As already described in

Table 4.6: Activities in the different with their volume V and thickness z.

number of sheets 2z [mm|] V[mL] A [Bq]

1 1.05 3.23 559.15
3 3.15 5.05  1984.65
5 5.25 6.47  2435.66
7 7.35 9.20 3373.15

15
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Increasing activity with the target thickness in the different [VOIs. A
linear model is fitted to the data.

Chapter 2.3.1} the positron production and annihilation is not at the same place
and the latter one is imaged, but the first one is the relevant information for this
study. This results in a smeared distribution is explained in Chapter 4.2.2. The
deviations from the fit are in agreement with the assumptions in Chapter [4.2.2. An
increasing activity with the target thickness which is not on the linear scale as the
target thickness is assumed because of the energy loss in the targets. Due to the
several aspects which have an impact on the measurement results, it is not possible
to estimate the experimental uncertainties of the activity in each [VOI

A comparison of one quadrant of the acquired spot profile measured using the
Lynx PT detector, see Chapter 4.2.1, and from the PET measurement is shown
in Figure 4.10. The same lateral dimensions are chosen from the profiles. The
uncertainty of the co-linearity is visible in Figure [4.10, as the beam spot is not
symmetric which indicates a small shift. The asymmetric shape can be induced by
the steps in the target as well. The [PET! image is a convolution of the spot profile,
the spectrum of the positron range which corresponds with the energy spectrum of
the positrons from the Fermi function [71] and of the [PSF! of the imaging system.
As a result, the [PET image is a smeared spot profile. Additionally, at the edges of
the quadrant, an overlap with the other three activation profiles is expected in the
activity distribution due to the different target thicknesses. This is not expected for
the spot profile measured with the Lynx PT detector.
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Figure 4.10: Fluence profile of the pencil beam spot (left) and the activation
profile from the [PET| measurement (right). One single quadrant is shown from
each profile for comparison.

The uncertainty of the co-linearity and the sample alignment can be derived from the
asymmetry in x and y direction of the activity profile shown in the right panel. The
spot profile seems to be shifted to the left-hand side of the image. In comparison,
the spot profile from the Lynx PT measurement is centered, which is derived from
the fit results shown in Table in Chapter Furthermore, the advantage of
the pair magnification method with its large dynamic range is visible in the left
panel. The spot profile is shown with a width of 20 mm with the clear circular
shape while the activity profile becomes noisy in the low signal area. Additionally,
the pixel sizes of both images differ by a factor of about three. As the Lynx PT
detector has a lateral pixel spacing of 0.5 mm the one of the and the chosen
reconstruction is about 1.6 mm.

All in all, the activity profile is comparable to the spot profile, which is the main
objective of this measurement together with the linear increase of the activity with
sample thickness. It is possible to derive a similarity between the activation profile
and the spot profile acquired with the Lynx PT. However, it is not possible to derive
the exact spot parameters from the lateral activity distribution. This is caused by the
low activity in the outer area of the beam spot and asymmetry caused by the steps
in the target. With a homogenous target activated with a relatively high number
of protons, it might be possible to use the activity measured with a [PET| scanner
to estimate the beam profile with one irradiation over a large dynamic range. A

17
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systematic step as for the Lynx PT detector might not be visible as the homogeneity
of the [PET] scanner can be investigated and corrected with homogeneous radioactive
volume. However, the spatial resolution of the [IPET! scanner needs to be measured
prior to the experiment as well.

4.3 Discussion of the new reference value

A detailed look on the data measured with the in-beam setup at the WPE and
in prior measurements reveals a systematic difference between both results [59].
The difference is covered by the uncertainties of the experimental methods, but
it needs to be investigated further. As already mentioned in Chapter [4.1.2] the
number of protons per monitor unit has been measured with a [FC at the WPE
prior to the performed experiments |34, |35]. In contrast, the second study with the
in-beam setup has been performed at irradiation facilities prior to the presented
study, where the number of protons has been calculated from measurements with an
ionization chamber (IC) |59]. Despite this, a new reference cross section is derived
from the data with the different measurements and the additional results. It is
demonstrated, that the results are consistent between the different measurements
and the uncertainties for the measurement methods have been investigated in detail
in the past [34].

A detailed literature study reveals that the number of protons can be measured by
two different methods. The direct measurement with a [F'C| or the measurement of
the absorbed dose with an [IC| and the subsequent calculation of the corresponding
number of protons with the stopping power of the material are used during the
experiments [35]. The latter method has been used in referenced work with in-beam
setup. The inverse calculation can be used obtain the absorbed dose with the [FC
measurement. A more detailed study of the literature reveals furthermore a 3%
difference between the both methods to determine the absorbed dose has been
measured independent from the beam energy [72-75].

At the WPEL a comparative study with a [F'C|land [[C| has been performed prior to
this work. This 3% difference has been obtained as well |35]. Unfortunately, it is
still not clear, which results are more reliable. Estimations of the uncertainties for
the different methods range between approximately 1.1% for the [FC as mentioned
in Chapter 4.1.2 and about 2% for the IC| based dosimetry following the dosimetry
protocol International Atomic Energy Agency (IAEAl) TRS-398 protocol for clinical
dosimetry [23]. The solutions for the systematic difference is still of interest in
proton therapy research [72, 76, [77]. The different [FCs used in the studies have
been compared in different studies [72|. Furthermore, the beam quality corrections
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for ICs which are deduced from IMC| simulations have been reviewed over time [78].
However, this difference still persists in the latest investigations. The presented study
demonstrates that the solution of this systematic difference will subsequently remove
the last open issue of the 'C cross section for the production from natural carbon.
For now, a potential deviation is covered by the increased systematic uncertainty of
the new reference cross section which can be used for further benchmarking of [MC
codes [79].

The [IC| based dosimetry has become clinical practice in proton therapy over time [23].
This is associated with several reasons. The different models of [FCs developed
over time differ in their setup featuring magnetic and electric fields to improve the
performance and the setup of a [F'Clis more complex [72]. The [IC| based dosimetry
is much easier to handle in clinical routine work and its commercial availability and
calibration possibilities at standard laboratories are the main advantages for the
clinical routine work. These aspects improve comparability of different radiation
therapy centers, and enable clinical studies across the different centers [72, [80].

However, there are some reasons, to rely on the [FCl measurements for nuclear physics
experiments. A first reason is the usage of [FC| based proton beam monitoring for
activation studies in the past [53| [81}, |82]. The [FCl has been used in the first
experiments aiming the measurement of nuclear activation cross sections of carbon
and have subsequently been substituted by carbon activation monitor foils [55]. As
a consequence, many other cross sections have been measured relative to the cross
section of the production of 'C from natural carbon. Furthermore, the charge
which can be converted in the number protons with the elementary charge is the
measured objective during the [F'C| measurement. In contrast, the [C| based method
uses calculations with the stopping power of the used material [35]. An additional
uncertainty is introduced by the stopping power.

The new reference cross section of (68 4 3) mb is calculated from the measured cross
sections at a proton beam energy of (97 + 3) MeV. The energy value is chosen from
the energy loss in the different targets and covers the proton beam energy within
the targets. For comparison with cross sections from previous studies an energy
spread is supposed to be comparable in the same energy range. At first, two further
publications from the past, interestingly the oldest ones, have measured a cross
section similar to the ones measured for the thinnest targets of about 70 mb [53|
54]. A small decrease of the measured cross sections with increasing zp comes
with increasing experimental uncertainties and as shown with the additional [PET
measurement this effect might be an artifact of the different corrections which need
to be applied. As a result, it should be mentioned, that the thinnest possible targets
should be used for cross section measurements. However, the thickness of the targets
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is a tradeoff of the useability and expected count rate on the one and the influence
of the target on the beam on the other hand.

The current gold standard for the "*C(p,x)! C cross section of Kavanagh etal. [81]
at an energy of 98 MeV is in agreement with the lower curve of the cross sections
listed in the data base which proposes a cross section of (63.3 £ 0.3) mb. This value
has been confirmed by several other groups over time. However, a detailed analysis
of the literature reveals, that not all of the prior studies have measured the absolute
cross sections. Many of the studies used a relative measurement at one single energy
to normalize the cross sections on this reference energy. As a result, the agreement
with one of the different curves is given by the experimental method itself. In
conclusion only a small number of studies have worked on absolute cross section
measurements.

Interestingly, in the energy range around 100 MeV only two of the measurements
from the past have measured absolute cross sections [54, 81]. All further studies
have been performed with a normalization on one of the two prior studies. The most
recent experiments aimed to investigate the absolute cross sections [34} 57-59].

The prior gold standard with the used proton energy motivates the used energy in
this study. The treatment machine of the WPE| with its 230 MeV cyclotron and the
degrader system is limited to 100 MeV minimal incident beam energy. Additional
absorbers upstream of the target might be used to reduce the energy further, but two
objectives reject the use of these absorbers. The beam properties are changed in the
absorber and the precise beam characteristics from the clinical work cannot assumed
for the measurements. Furthermore, the beam is degraded in thicker targets as well.
Thus, the energy spread of the beam increases in the target depth. Additionally,
the profile is broadened by multiple scattering reactions. All in all, this method
would be associated with an increasing uncertainty for the beam energy and cross
section itself.

The cross sections in the energy range from 85MeV to 115MeV are shown in
Figure |4.11) [34], 53, 54}, |56, 59|, 81484]. The different experimental uncertainties
for the studies over time are visible as well as the agreement of the reference cross
section with the upper curve of the cross section data from the literature. With this
new reference cross section, the complete excitation function can be rescaled on the
new reference value [61]. As many literature data refer to the same reference cross
section from Kavanagh etal. [81] a rescale is easily possible.

As already mentioned, many other cross section data which have been measured
relative to the carbon activation need to be rescaled as well, as the carbon activation
has been used to determine the number of incident protons [55]. Moreover, the study
reveals limitations of thick targets for cross section measurements. Thus, the prior
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The proposed reference cross section is compared to the several data
from the literature. Further values can be found in the literature, but they are
below or above the shown energy range [34, 53, |54, |56, 59, [81H84].

studies featuring so-called foil stacks to measure the cross sections at different energies
with one single irradiation might be re-evaluated regarding potential increasing
uncertainties with the depth in the foil stack [57]. For application in clinical
proton therapy, the production of 'C is relevant if post-fractional [PET! imaging is
implemented for in-vivo dose verification [3}, 8. A correct implementation of the cross
sections in the simulation of the expected activity distribution is crucial if the absolute
dose and not only the range is an objective of the treatment verification. Therefore,
the first measurements of the complete excitation function in the therapeutic energy
range are investigated [85].
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In order to increase the signal of post-fractional IPET|images, contrast agents with
high cross section at the end of the beam range might be useful for field verification.
Common contrast agents for conventional [CT| are iodine based pharmaceutical
drugs which are used to increase the X-ray attenuation in specific tissues [86]. As
there are many positron emitters produced from iodine with high cross sections
at the 1b-level [37], and several further radionuclides emitting gamma-rays are
produced during proton beam irradiation, the activation of iodine by high-energy
proton beams is investigated. The iodine nuclei with high cross sections in the
target area would potentially increase the [PET! signal. Targeting of the contrast
agent to specific structures would allow for monitoring of these structures. Basic
physics investigations on the activation of iodine are discussed in this chapter. This
measurement is necessary to estimate the potential clinical application. However,
further physics, medical and bio-chemical investigations might be necessary to
comment on the overall clinical applicability. From physics point of view, detailed
measurements of activation cross sections from iodine might be necessary for the
clinical application as discussed for the "**C(p,x)!1 C-cross section in Chapter 4.

5.1 Experimental setup

To simplify the handling of the target, caesium iodine (CsI) is used as target
material. Csl is a powder and for the handling of the target material, it has
to be collected in a closed cavity. Therefore, the Csl powder is filled in a 3d-
printed sample holder designed by D. Sédnchez-Parcerisa etal. [87]. The sample
holder is shown in Figure |5.1. The cavity of the target holder has a lateral size of
(29.49 £ 0.05) mm X (30.15 4 0.05) mm and a thickness of (1.99 4+ 0.05) mm and is
filled with (4.716 4 0.001) g of Csl. Then, the cavity is sealed airtight with a plug.

The study is part of a joint experiment and the analysis of the gamma-ray spectrum
of activated Csl sample is discussed in this chapter. The target is irradiated in

the [FBTR! at the WPE| with a scanned [PBS| field of 5.25cm x 5.25cm which is
discussed in Chapter [4.1.2. In the concept of the joint experiment, the incident
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Figure 5.1: 3d-printed sample holder. Filled target holder (white, left) with
the filled cavity (upper 2/3 of the holder, red box) and reprinted target holder to
measure and visualize the geometry (black) with plug [87]. A ruler is shown for
comparison.

beam energy is 200 MeV for the target which is measured with the setup in the beam
line and in the During the joint experiment several targets are irradiated
and the activation is observed with a four detector setup directly at the beam line.
Therefore, the targets are placed at the isocenter in the center of the four detectors
perpendicular to the beam axis . Subsequently to the irradiation with 20 MU
(@ = (9.80 & 0.10) x 107 /cm?), the activation is measured with the in-beam setup.
After the data acquisition, the target is brought to the [DLBL

At the [DLB, the target is placed directly on top of the detector end-cap with
the irradiated area parallel to the detector surface. A time-resolved gamma-ray
spectrometry measurement is performed over 19d. The time resolution depends
on the time after the irradiation and ranges between 2min for the first day and
1h after three days, which allows for a decay analysis of the identified gamma-ray
peaks. This is crucial, as many radionuclides with similar gamma-ray energies are
expected to be produced during the irradiation.
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5.2 Gamma-ray analysis and determination of activities

Compared to the activated graphite sheets presented in Chapter |4, a large number
of peaks are visible in the gamma-ray spectra measured over the measurement
time. The several gamma-ray peaks have to be assigned to the various radionuclides
produced in the target material. Therefore, an iterative process is necessary, because
many radionuclides with similar energy levels are produced during the proton
irradiation. At first, potential candidates are assigned to the peak energy and an
exponential model is fitted to the net count rate over time to verify the half-life of
the radionuclide. Second, the various other gamma-ray energies of the candidate
nuclide are checked regarding their visibility in the spectrum in comparison to their
emission probability . A gamma-ray energy with a higher or similar emission
probability compared to the peak under investigation has to be visible in the gamma-
ray spectrum as well, to confirm the candidate nuclide. The gamma-ray spectra
acquired over time are shown in Figure |5.2
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Figure 5.2: Gamma-ray spectra for different time intervals of the activated Csl
sample. The first 13h (green) show a relatively high activity. The measurement
without these first hours (orange) reaches the background level (red) for energies
above 1500 keV.
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However, not all peaks in the spectrum are full energy peaks. For all peaks with
an energy above 1022keV, [SEPs and [DEP5 can be identified in the spectrum. In
addition, coincidence peaks can be found in the spectrum. These peaks can be
observed, if more than one photon deposits its complete energy in the active detector
volume within the time resolution of the detector and read-out system. As the
DLBlis designed for radio-purity research [40], samples analyzed with the detector
system have relatively low activities compared to samples produced during proton
irradiation. This results in more coincidence events in activated samples than in
radio-purity research samples.

Energy peaks in the gamma-ray spectrum used for the analysis of each
radionuclide, the exact values of the energies are taken from the database [37]. The
half-life added to the table is the one used from the literature [37]. (1) indicates
radionuclides contributing to the annihilation peak (AP]).

radionuclide 1y, E, [keV]
128Ba (243 4+0.05 )d 273.44
131Ba (11.5  +£0.06 )d 123.804, 216.088, 496.321
13lmBa (1146 +0.02 )min 108.45
125Cs(1) (1 46.7 401 )min 526.0
127Cs(1) ( 6.25 +0.1 )h 287.16, 462.31, 587.01
129Cs(1) (1 32.06 +0.06 )h 371.918
(1) (191 +04 )min 257.52
211y (212 +£0.01 )h 212.20, 532.08
1231 (113.2235 +0.0019) h 158.97
1241(1) (4176 +0.0003)d 602.73, 722.78, 1690.96
1261(1)  ( 12.93 +0.05 )d 388.633
H6Sh(1) ( 15.8 +0.8 )min 931.84, 1293.558
HémgGh  ( 60 3 +£0.6 )min 383.0
H7Te(1) ( 6 + 2 )min  719.7, 923.9, 1716.4, 2300.0
H9Te(1) ( 16 05 +0.05 )h 644.01, 699.85, 1413.19, 1749.65
H9mTe(1) (470 +0.04 )d 270.53, 153.59, 912.60, 1212.73
121Te (11917 +0.04 )d 573.139
12ImTe(1) (1642 +0.8 )d 293.99
125mTe (1192 +0.1  )d 159.0
122Xe (201 401 )h 350.065
123Xe(1) ( 2.08 +0.02 )h 899.6, 1093.4, 1113.1
125Xe(1) (169 +£0.2 )h 188.418, 243.378

Once the peaks are assigned to the radionuclides, the activities of the radionuclides
can be determined from the net count rate according to the ISO norm [47], as
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described in Chapter 3.2.3. If more than one gamma peak is assigned to the
radionuclide, the final activity is calculated by averaging of the single activities
determined for each peak [43, |47]. For some of the radionuclides, the activities
calculated from the single peaks do not match within their uncertainties. This
appears for radionuclides which are not dominant in one of the peaks. All analyzed
radionuclides are summarized in Table 5.1 with their gamma-ray energies used for
the analysis. For 22 radionuclides, activities can be estimated from one or more
corresponding peaks. A number of these radionuclides decay by the emission by
a positron as an additional decay mode and they are interesting for proton beam
range verification with IPET. However, for four of the radionuclides, only upper
limits can be estimated from the net count rates of peaks. These radionuclides are
discussed separately.

For 18 of the radionuclides, activities can be determined, and the decay-corrected
activities are summarized in Table 5.2l The half-lifes of the radionuclides range from
about 15min to 120d. Thus, the selection of an appropriate time interval from the

Calculated initial activities A, for the radionuclides with the gamma-
ray energies used for the analysis. The uncertainties of the activity are separated
in the systematic (first) and statistical (second). The half-life added to the table is
the one used from the literature [37].

123Xe
125Xe

2.08 40.02
16.9 +0.2

6.2 +0.2 +14
1.81 +0.03 +0.03

radionuclide 1, A, [Bq]
128Ba (243 +0.05 )d 0.073  40.002 +0.010
B1Ba  (11.5  +0.06 )d 0.0156 +0.0003 =+ 0.0010
125Cs (1467 +£0.1 )min 13.0 +0.3 +1.2
127Cs ( 6.25 4+0.1 )h 2.66  +0.05  +0.20
129Cs (32.06 +0.06 )h 0.77  +£0.02  +0.05
W91 (191 +04 )min 334 +0.6 +2.6
2 (212 4001 )h 12.1 +0.21  +0.13
1231 (13.2235 +0.0019) h 4.77  +£0.09  +0.04
1247 (4176 +0.0003)d 0.163  +0.003 +0.006
126 (112,93 +0.05 )d 0.0628 +0.0012 + 0.0025
H6Sp (158  +£0.8 )min 95 +2 +7
HiTe (62 +2 )min  10.2 +0.2 +0.5
W9Te  (116.05 +0.05 )h 1.164  +0.021  +0.025
121Te (11917 +0.04 )d 0.0579 4 0.0011 4+ 0.0021
123mTe (1192 +0.1  )d 0.002 60 + 0.000 05 + 0.000 23
122Xe (201  +0.1 )h 0.72  +0.02  +0.07
( )h
( )h
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measurement is necessary, to determine the activities correctly, as peaks might be
contributed by more than one radionuclide. As the emission probability of the several
peaks are very different and for some radionuclides the net count rates are very low,
the statistical uncertainties of the activity dominates the overall uncertainty for some
radionuclides, as 12°Cs. The statistical uncertainties range between the 1%-level for
1231 and 10% for several radionuclides like '2°Cs. This is associated with several
reasons: Firstly, the low number of incident protons compared to the measurements
from Chapter [4| result in a lower number of produced residual nuclei. The number of
protons is motivated by the expected activity at the end of the irradiation and the
optimal performance of the in-beam measurement setup mentioned in Chapter [5.1.
Since the [DLBlis a low-level gamma-ray spectrometry laboratory, it is possible to
analyze samples with low activities. For the graphite activation, the experimental
parameters have been chosen to reduce the experimental uncertainties [24]. Secondly,
the optimization is not possible for all observed reactions at the same time, due to
the large number of radionuclides with very different activation cross sections [56].

For the four radionuclides collected in Table 5.3, the determination of the activity
results in an upper detection limit with a 95% confidence level. All these radionuclides
are meta-stable states and are mainly identified by their excited level and the emission
of the corresponding gamma-rays. As the activities are upper limits, the decay is
not corrected and no initial activity is calculated for these radionuclides. As the
activities are low compared to other radionuclides, these radionuclides will not have
any clinical relevance.

Obtained activities A4,,.,. for the radionuclides with the gamma-ray
energies used for the analysis. The half-life added to the table is the one used from
the literature [37].

radionuclide T, AVL [Bq]
13ImBa (1 14.6 40.02)min  0.203
HémgGh (1 60.3 +0.6 )min  0.0204
Homme (1 4.70 +£0.04)d 0.004 98
12ImTe  (164.2 +0.8 )d 0.000 211

In addition to the radionuclides listed in Tables 5.2/ and [5.3, more radionuclides can
be identified in the gamma-ray spectrum. The two radionuclides 3?Cs and 129™]
are identified with their half-life in the peaks. However, they are not dominant in
the peaks. Other radionuclides contribute to the peaks and their decay overlap with
the decay of these two radionuclides. As a consequence, the determination of the
activity from the net count rate will result in an error. Furthermore, there might be
further radionuclides in the gamma-ray spectra which cannot be identified during
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the analysis. Additionally, the two radionuclides 2T and '27Xe are identified in one
or more gamma-ray peaks by their half-life as a potentially dominant radionuclide.
However, during the quantitative analysis of the net peak count rate it is not
possible to find a valid activity by averaging the activity with all relevant peaks.
This might be caused by the same reason as for 132Cs and '2°™] as one of the other
radionuclides in the sample might contribute to the peak as well. Due to the number
of radionuclides and those with similar gamma-ray energies and half-lifes other
radionuclides may overlap in the decay curve of the peaks associated with the decay
of 12°T and '?"Xe. In conclusion, it cannot be identified which of the peaks result
in the correct estimation of the activity and in result no analysis of the activity
is performed. It can be noted, that these radionuclides are produced during the

irradiation.
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Figure 5.3: Decay rate analysis of the annihilation peak for the activated Csl
sample. Only the first measurement interval, the first 13h is shown. A short- and
a long-lived component is fitted to the decay rate over time.

The annihilation peak (AP) at 511keV would be interesting for PET! imaging, a
half-life analysis of the count rate in the over time is shown in Figure A
model with two exponential decays is fitted to the data of the first 13h of the
measurement. A short-lived component with a half-life of 23 min and a long-lived
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with a half-life of 2.7h can be fitted to the data. Furthermore, a very long-lived
component might be visible in the data starting 600 min after the irradiation. This
might be induced by the long-lived radionuclides in the sample. While the short-lived
component competes with the decay of the ''C produced from tissue activation, the
long-lived radionuclides can be investigated regarding their potential application for
field verification. As it is visible, a further long-lived component is underlying the
decay and needs to be evaluated regarding a perturbation of the produced activity
by the one from prior treatment sessions.

In contrast to the analysis of the ''C-production cross section, investigated in detail
in Chapter 4, the |AP! is not analyzed for this sample. This decision is caused
by multiple reasons, which all lead to the conclusion, that an analysis will not
provide any further information regarding the question of the usage of iodine as
contrast agent for activation in proton therapy. In detail, several radionuclides
with similar half-lifes are produced from iodine and caesium during the proton
irradiation. Furthermore, all of these radionuclides will have low activities as the
number of protons is chosen relatively low compared to the activations performed
in Chapter [4. In summary, only radionuclides with additional gamma-ray emissions
can be discussed here. These radionuclides are highlighted in Table |5.1.

5.3 Discussion of the activation of Csl

The radionuclides identified in the gamma-ray spectra which decay by the emission
of positrons are already marked in Table |5.1. From this list of radionuclides not
all radionuclides can be produced from iodine by proton irradiation. As 100% of
the natural iodine consists of the nuclide 271, it can be decided by the number of
protons and neutrons in the residual nuclei which of the identified radionuclides
potentially can be produced from iodine. This is used as a first decision category [37].
The list of radionuclides is collected in Table [5.4. In addition, '2°I is added to the
table. For this radionuclide, it is not possible to determine an activity from the
gamma-ray spectrum. The two xenon nuclides '22Xe and !2°Xe can potentially be
produced from 271 by proton capture. The cross section for proton capture at an
incident proton energy of 200 MeV for these reaction is taken from the EXFOR
database. While the production cross section of 12°Xe scatters between 10 mb and
50mb among the different literature sources, the data for ?3Xe are sparser [56].
The cross sections for the productions from caesium are in the same range. However,
the production from caesium seems to be more probable as the production is not
limited to the capture of proton, and subsequent emission of one or more neutrons.
For this work, it is not possible to separate the productions from iodine and caesium.
The analogous investigations can be done for the other radionuclides.
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Overview on the radionuclides which can potentially be produced from
iodine and subsequent decay by the emission of a positron.

element radionuclides

I 119L 12017 12117 124I7 1261
Sb 116G}
Te 117Te 119(111)Te 121mTe

Xe 123Xe, 125Xe

For the two radionuclides '?°T and '9Te, the cross sections listed in the data base
are in the same magnitude. However, some of the cross sections are associated with
relatively large uncertainties [56]. Furthermore, for 1211, the cross sections from
the production from iodine scatter, which results in the consequence, that it is not
possible to decide if the once for the production from iodine are larger or not. The
three radionuclides '24I, 1261, and 2! Te have production cross sections which are
larger by a factor of 10 for the production from iodine compared to the one from
caesium. At last, for the radionuclides '*°I, ''6Sb, and ''"Te no data can be found
in the database at the energy of interest. Furthermore, in the database it is not
differed between the ground state and the meta-stable state, which leads to further
uncertainties for the interpretation of the literature data.

Prior to the transfer of iodine as a contrast agent for field verification, different
limitations have to be investigated. At first, the uptake in the tissue in the irradiated
part of the body and the surrounding tissue has to be investigated further. As it is
commonly used for other contrast agents or radio-pharmaceutic drugs, iodine-doped
bio-molecules seem to be the favorable implementation. Once, the iodine contrast
agent is absorbed in the cells, it needs to stay for the needed time window in the
cells without a significant transport. This would avoid the biological wash-out
known from the literature for the tissue activation [8]. It is shown in Chapter 6
that the tissue activation covers the implant activation for about 2h. Except of the
half-life of T with about (19.1 + 0.4) min [37], the physical half-life of the iodine
radionuclides would be large enough under the condition that the biological half-life
is large enough as well. The short-lived radionuclides may compete with the decay
of 1'C produced from the tissue nuclei. However, the long-lived radionuclides might
be helpful for the clinical application, as it is discussed further in Chapter 6. As
the longest half-life of the iodine radionuclide 12T is (12.93 4 0.05) d [37], the iodine
should not be kept too long in the cells. As a radiotherapy treatment mostly features
30 treatment sessions with five sessions per week, more radioactive iodine would
accumulate in the cells over time. This limits the potential of iodine activations as
field verifications for plan adaptions during a treatment over several weeks.
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Furthermore, the thyroid is the organ for the iodine metabolism in the physiological
processes [89]. Therefore, an iodine storage is kept in the thyroid. As the thyroid
is a potential radio-sensitive organ, it should be avoided, that the radio-activated
iodine is stored in the thyroid subsequent to the removal by the metabolism from
the irradiated tissue. In civil protection, iodine drugs are given to the people in
case of an incident at a nuclear power plant [90]. This should avoid the uptake
of radioactive iodine from the power plant because enough iodine is kept in the
thyroid prior to the potential exposure to the radioactive iodine. The potential
cause of secondary thyroid malignancies has to be investigated prior to any clinical
application of iodine as a contrast agent.

As already discussed, the cross section data in the database are sparse for some
reactions [56]. During this work, no cross section data can be added to the database.
In general, the calculation of cross section using gamma-ray spectrometry subse-
quently to proton irradiation is complex and limited to a small number of produced
radionuclides if a target consists of more than one element, like Csl or BN in the
literature [91]. For this purpose, it is not possible to separate the radionuclides by
their origin during the production process. Many of the radionuclides identified
in the spectra can be produced from caesium or iodine. Due to the number of
protons and neutrons in the target nuclei (caesium has a higher Z than iodine) all
radionuclides produced from iodine can potentially be produced from caesium as well.
To overcome this limitation, a substitution of the caesium by potassium or sodium
might be helpful for cross section measurements, as many of the radionuclides cannot
be produced from the relatively low-Z atoms potassium or sodium as a number of
proton captures per target nucleus are necessary.

Even for a pure iodine target, gamma-ray spectrometry would be difficult for the
cross section determination as the spectrum for pure iodine target would contain
many peaks as well. Other methods to quantify the number of produced residual
nuclei would potentially be favorable, like chemical separation methods, which have
been used in the past as well. A method without a potential perturbation of residuals
with similar properties is crucial for accurate measurements of the activation cross
sections on iodine.

With the current situation of the data at higher energies for proton therapy, a
validation and benchmarking procedure for the iodine-based field verification is
necessary including all clinically applied techniques. An exemplary benchmarking
procedure for titanium implants is described in Chapter 6l However, this method
has to be adapted to the properties of the contrast agent-based method of field
verification.



In clinical proton therapy, an accurate treatment planning and patient irradiation is
required to use the advantages given by the depth dose distribution discussed in
Chapter [2. In order to monitor the treatment fields during and subsequent to the
treatment, different techniques have been developed in the past [3, 4]. However, for
the [IPET| imaging to visualize the activation of the tissue for treatment monitoring,
the limitation of the biological transport processes has been observed in the past [8].

In order to overcome the limitation of off-line (out-of-room) post-fractional PET
imaging for treatment verification, implanted markers have been proposed to be a
possible solution [10} 11]. As implanted markers keep their position in the patient
over time, the produced activity is not subjected to the biological wash-out. The
nuclei in the implants do not participate the metabolism.

In a gamma-ray spectrometry measurement of an activated titanium sheet, a
dominant peak which stems from the electron positron annihilation is identified
and associated to the several radionuclides emitting positrons during the decay
process [13,92]. A half-life analysis of this peak reveals a short-lived component
(green curve) and a long-lived component (red curve) in the decay as shown in
Figure 6.1, While the decay of the short-lived component is competing with
radionuclides produced from tissue nuclei, the long-lived component would contribute
to long-lived signal in post-fractional PET!imaging. While the count rate in the peak
from the annihilation process becomes dominated by the long-lived component about
2h after the irradiation, where the short-lived component reached approximately 1%
from the overall signal. This time would be shifted to a later point in real scenarios,
as the tissue activation would suppress the signal from implant activation for the
first time after the irradiation as the tissue activation results in a higher activity
compared to the phantom activation.

In the first proof-of-principle studies, a slanted angle phantom was irradiated with
relatively high dose of 30 Gy and subsequently analyzed in a small animal [PET] |12,
93]. As these settings are far away from clinical requirements, the expressiveness of
the study is limited. Several phantoms were irradiated with doses more comparable
to clinical settings, which are about 2 Gy(RBE) as fractional dose |70} 94]. The study
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Count rate in the |AP|in the gamma-ray spectrum of an activated
titanium foil. A double exponential decay curve (orange) featuring two different
half-lifes is fitted to the data (blue). The short-lived component (green) is competing
with the tissue activation, while the long-lived component (red) would lead to a
signal which is only sensitive to the implant activation. Further analysis of the
data from [92].

features an anthropomorphic phantom and a phantom consisting of five PMMA
slices with titanium implants, which is discussed in detail in Chapter 6.1 and called
slice phantom.

All prior studies investigated the general possibility of the use of titanium implants.
Ongoing from the results, the sensitivity of the proposed method is investigated
further in this study. The study is divided in two different steps: At first, the
sensitivity of the method is evaluated with the slice phantom. In a second part, a
multi-field irradiation is tested in a more clinical setup with an anthropomorphic
phantom. To quantify the sensitivity of the method, two main objectives are
investigated. The sensitivity is meant to be the range accuracy and the verification
of the absolute dose. According to the commonly used uncertainties in proton
therapy, the range sensitivity should be able to detect deviations of 2 mm as the
commonly used safety margin for head irradiation is 3mm and an absolute dose
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verification of 3% would be favorable for radiotherapy treatments [6]. The tests are
called pre-clinical validation.

6.1 Development of the slice phantom

Part of the technical drawing of the slice phantom with the five
PMMAslices and four titanium inserts. The complete technical drawing is shown
in Figure |A.7. The proton field is applied from the left-hand side.

The detailed development of the phantom has been performed during a Master
thesis project [70]. This phantom is called “slice phantom” in this study and the
cylindrical geometry can represent the simplified geometry of a human head. The
slice phantom is shown in Figure |6.2] and consists of five disks of PMMAI with a
diameter of 18 cm and are manufactured from the raw material which is clinically
used for the range compensators for (US| and |DS| patient treatment at [WPEL The
five discs have thicknesses of each two of 2cm and 3 cm and a fifth one of 4 cm. The
thickest one is the center disk and the other disks are arranged with decreasing
thickness from the center to the outside. Four of the five disks feature cavities for
small titanium tiles with lateral dimensions of about 13 mm x 13 mm and a thickness
of 3mm. The implants are placed with a distance of 1.5 cm in both directions along
the implants from the central axis with the closest corner of the square. The distance
between the implants should avoid an influence from one implant among each other.
The cavities for the implants are placed in the upstream surface of the second to
fifth disk of the phantom.
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Because of the simple geometry, this phantom is favorable for use in simple MC
simulations and is used for the further investigations in the presented study. In
contrast, due to the geometry of the phantom, it is limited to the irradiation from
the top (or bottom) side of the cylinder. The cylindrical shape is caused by the
one of the raw material. Furthermore, the parallel surfaces allow for reproducible
alignment on the treatment table.

6.2 Setup of a pre-clinical validation

The study which is presented in this chapter can be understood as a pre-clinical
validation. The test is more a pre-clinical test as only phantoms are used in the
study. Furthermore, the tests should investigate the several potential applications
of the radioactivation of titanium implants. The comparability of pure titanium
and titanium alloys has been shown in a previous study [13].

6.2.1 Experimental investigations with the slice phantom

The general objective of this study is the investigation of the possibility to identify
deviations between treatment plan and field delivery. An initial treatment plan is
varied in the range of the proton beam and the delivered dose to investigate these
two main objectives. As already for the cross section and activation measurements in
Chapters |4/ and |5, the [PBS|irradiation technique is chosen for these measurements.

To perform the test, the clinical workflow for treatment planning is performed with
the phantom. A planning |CT!is acquired with the clinically used Philips Bigbore
CTl system (Philips Medical Systems, Hamburg, Germany). The clinical settings
for |[CT| scans of heads is used for imaging. The reconstructed images are loaded
in the clinical [TPS| RayStation Version 10B (RaySearch Laboratories, Stockholm,
Sweden) [95]. The PMMA|of the phantom is not consistent with the clinically used
CT calibration curve [96] and the images contain artifacts from the sharp edges of
the titanium implants. The phantom itself and the implants are contoured with their
exact dimensions. With the accurate knowledge of the dimensions of the phantom,
it is possible to have a digital model of the phantom. Subsequently, the IC'T| values
are overwritten with their densities. In consequence, the artifacts in the images do
not disturb the predicted dose distribution.

The definition of the target volume in clinical practice is to define the clinical target
volume (CTV]) which is the known tumor volume from the imaging and further
information on the tumor type. To account for the different uncertainties a safety
margin is used to define the planning target volume (PTVJ) as an expansion of the
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This method ensures to deliver the necessary dose to the whole tumor volume.
For the current study, it is easier to define the [PTV]first and create the as the
contraction of the The covers the projections of all four implants on
the lateral field shape. In beam direction, the is created with dimensions that
the proton beam is stopped upstream of the last implant and the second implant is
not in the plateau area of the dose distribution. According to the standard,
the is a contracted volume of the PTV| with a uniform contraction of 3 mm.

The treatment plan for the phantom has one irradiation field directing on one of
the circular surfaces of the cylindrical shape of the phantom. The thinnest possible
clinically used RS| with a water equivalent thickness (WET) of 25 mm is used for

% of dose

Figure 6.3: Comparison of the dose distribution of the three treatment plans.
The initial treatment plan (upper left), the ones shifted to lower ranges (lower left)
and to higher ranges (lower right). The initial target volumes (CTV] red and [PTV],
pink) are shown. The relative isodoses refer to the prescribed dose of 2 Gy(RBE).
The slice in the middle of the phantom is shown, the height of the cylinder is the
vertical direction of the image. The implants are not visible but placed between
the disks of the phantom (yellow arrows). The lateral field orientation is shown on
the upper right (red square) with the implant numbers (red numbers).
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the treatment field to cover the complete target volume with the prescribed dose. A
dose of 2 Gy(RBE) is prescribed as the median dose to the PTV. The treatment
plan for the FBTR] beam line is optimized with the RayStation Plan Optimization
tool as a robust treatment plan against positioning and range uncertainties [95]. The
common settings for head irradiations at [WPE| with a uniform position uncertainty
of 2mm and a density variation of 3.5% is used for the treatment planning. The plan
is optimized on the [CTVL As a result, the plan fulfills the common criterion for a
treatment plan as 95% of the PTV]is irradiated with 95% of the prescribed dose [6].
Once, the initial treatment plan is optimized, the [PTV] and ICTV] are shifted by
2mm up- and downstream in the phantom and for each of the shifted target volume,
a new treatment plan is optimized with the same settings but optimized on the
corresponding shifted volumes. A projection of the corresponding dose distributions
is shown in Figure 6.3. Only the initial target volumes are shown in the figure.
The shift of the high dose region is visible in the dose distribution. Especially, for
the distal implant variations in the activation are expected to result from different
irradiations.

The treatment plans on the different shifted target volumes represent the possible
over- or undershoot [5]. As all three treatment plans are optimized robustly with
the common clinical settings, the dose volume histograms (DVHS5) reveal that the
coverage of the initial (CTV]is still achieved by the plans optimized on the shifted
target volumes. This is given by the robustness settings in the optimization settings
for the three plans which account for the uncertainties simulated by the shifted
targets. The virtual uncertainties introduced by the shifted volume should be covered
by the settings. The [DVHS of targets and implants are visualized in Figure [6.4.
From the DVHs can be derived, that the dose deposited in the implant in the high
dose region does not change. However, the dose distribution in the entrance plateau
and downstream of the virtual target are influenced by the shift of the high dose
region.

In addition to the plans optimized on the shifted target volumes, the dose of the initial
treatment plans is scaled by 3% to 2.06 Gy(RBE) and 1.94 Gy(RBE), respectively.
In summary, five different treatment plans are used for the validation. The five
irradiations are performed at the clinical beam line in the FBTRL The phantom is
aligned on the treatment table with the isocenter at the planned position. The plans
are irradiated and subsequently, the phantom is brought to the PET|scanner. During
the [PET] acquisition, a 2?Na source is mounted on the downstream circular surface
of the phantom which is not activated. With this reference source, it is possible to
monitor the reproducibility of the [PET! scanner over the measurement campaign.
To increase the efficiency, the point source is placed in a [PMMA| absorber.

A Siemens Biograph Vision [ToFHPET] system (Siemens Healthineers, Erlangen,
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Comparison of the [DVHs for the target volumes (PTVIand [CTV])
and the four implants in the slice phantom. The initial treatment plan is shown
as a line, the plan manipulated by 4+2mm range is doted, the one by —2mm is
dashed.

Germany), as in Chapter |4} is used for the measurements. A protocol for ??Na is
chosen for the decay correction during the measurements. Because of the half-life of
22Na of 2.6018a, no correction is applied during the measurement. The emission
probability of 22Na is used for the reconstruction instead of the correct one for each
radionuclide. In the analysis, the measured activities need to be corrected for the
emission probability of 22Na.

The data acquisition time of the PET!is 4 h. According to the mentioned reasons in
Chapter [2.3.1, an (OSEM}based reconstruction with the [Tok| information is chosen
for the image reconstructions. With the results from the pre-studies, the [PET
images are reconstructed in intervals of 5min. Additionally, the last three 30 min
intervals are reconstructed as complete stacks as well. These 30 min images should
be representatives for possible clinically used images. In summary, 48 [PET! frames
with each 5min and three frames with a measurement of 30 min can be used for
the analysis. The [C'T| scan is performed after the [PET| acquisition which is a basic
difference compared to diagnostic [PET! imaging to keep the time between data
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acquisition and irradiation as short as possible.

6.2.2 Simulation study

As the basic concept of treatment verification bases on two steps, the imaging on
the one hand, and the comparison of the measured activity with a [IMC! prediction
on the other hand, a simulation study is included in the validation. To predict the
activities of the implants, the energy spectrum of the protons is scored by the [IMC
simulation and subsequently, the activity is calculated with the cross sections from
the EXFORI database [56].

The simulations are performed in TOPAS, an extension for particle therapy physics
for the simulation toolkit Geant4 [46]. The TOPAS version 3.6.1 is used for the
simulation study [97]. The phantom is set up basic shaped geometries. Based on the
treatment plans from RayStation, the TOPAS particle sources are generated with
bi-Gaussian spot profiles with their energy-dependent width and positions with the
emittance particle source [68]. The simulation includes the RS from the treatment
plan with the distance from the phantom as in the treatment plan.

On the upstream surface of the four implants, the proton energy spectrum is scored
in 1 MeV bins. The bin width is chosen with the different intervals between the
single cross section measurements for the production cross sections listed in the
EXFORI database [56]. While some cross sections are measured with relatively
low energy steps, sometimes, the data points are several MeV apart. The different
energy ranges among the different literature source require an interpolation of the
data and introduce a new regular spacing of 1 MeV.

Concerning all pencil beam spots, the simulation covers 10° protons. The weights
of the different spots in the simulation are chosen with their corresponding spot
weights in the different treatment plans. For the simulation study, three simulations
are necessary, as the dose increases linear with the number of protons. In result,
no additional simulations are necessary for the dose variation and the resulting
spectra can be scaled with the same scaling factor. Only for the range variation,
the simulations need to be performed. The linearity between the MU and the dose
is part of the clinical quality assurance.

For the simulation, the six Geant4/TOPAS physics lists, GAEMStandardPhysics__op-
tion4, HadronPhysicsQGSP__BIC__HP, G4DecayPhysics, G4HadronElasticPhysic-
sHP, G4StoppingPhysics, and G4lonBinaryCascadePhysics, are used as the beam
model has been optimized with this parameters and demonstrate a good agreement
with other MC| predictions [68]. Furthermore, the default production cut of 0.05 mm
is sufficient for the application, as the energy threshold for the nuclear interactions
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of interest discussed in Chapter 6.3.2is about 5 MeV [56] and the production cut
corresponds to an residual energy of about 2MeV in titanium [19]. For the other
materials in the phantom, [PMMA| the energy threshold is lower as the density is
lower. A residual energy below the energy threshold for nuclear interactions affects

not the activities predicted with the cross sections as they are zero below the energy
threshold.

6.2.3 Irradiation of an anthropomorphic phantom

While all irradiations covered in the previous studies |70} [93] feature one single
irradiation field, clinical treatment plans mostly make use of a multi-field concept.
This should reduce the entrance dose of the different treatment fields further as well
as the increasing effectiveness of the irradiation close to end of range induce side
effects of the radiation treatment [21} |22].

This part of the validation is to compare a single field with a multi-field irradiation
as it is used in clinical scenarios. Therefore, six rods of titanium are placed in an
anthropomorphic 5-year child phantom (Computerized Imaging Reference Systems
(CIRS) Inc., Norfolk, United States). The rods have the same dimensions as
dosimeter rods used for dose verification with the phantoms, a diameter of 3 mm
and a length of 25 mm. The rods are placed in the head region of the phantom.
Four in one of slices around a virtual target volume and two more in one and two
slices below. While the first one is in the lateral gradient of the dose distribution,
the second one is not within the irradiation field.

As the procedure for the slice phantom, a |[CT imaging with a head protocol is
performed for treatment planning and the implants and artifacts are contoured
and overwritten with the correct density in the treatment planning system. As the
chemical composition of the phantom materials representing the soft tissue, brain,
and bone is known, they are contoured in the phantom as well and overwritten
with their exact material properties. Furthermore, some organs at risk have been
contoured for a prior study and are used here. The exact positions of the implants
in the head and their positions compared with the target volumes are shown in
Figure 6.5l

The virtual target volume is a sphere placed between the four titanium rods in the
same slice of the phantom. As for the activation of the slice phantom, a [PTV|and
its corresponding [CTV] are contoured with a margin of 3mm. A [PBS| plan is set
up with two treatment fields, a lateral field and one field from posterior. Due to
the geometrical limitations of the phantom, the phantom is positioned in supine
position and the head sticks out over the table edge. A clinical positioning of this
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Figure 6.5: Implant positions and [PTV| (pink circle) and (white circle)
with the planned dose distribution for the anthropomorphic phantom in the
RayStation. The three different slices are chosen to localize all implants with their
relative position to the target volume. The yellow letters indicate the implant
numbers for the analysis.

patient would be the prone position. However this is not possible due to the rigid
properties of the phantom. Furthermore, in clinical settings, a vertex like field would
be planned for the irradiation which is not possible for the phantom due to the
fixation screw of the phantom. The limitations of the phantom leads to a beam
stopping proximal to the brain stem which is avoided in clinical practice because of
the increasing close to end of range of the proton beam [22].

All in all, the treatment plan setup represents the general settings of a two-field
geometry which is a possible clinical geometry. As for the slice phantom, the
treatment plan is optimized in RayStation 10B with common clinical settings for
robustness . The plan is optimized on the and the prescription to the
is the median dose of 60 Gy(RBE) in 30 fractions of 2 Gy(RBE). However,
only one fraction is delivered to the phantom. With the prescription, it is possible
to compare the dose to the organs at risk with the clinical used tolerance
tables. In contrast to the treatment plan for the slice phantom, the plan is optimized

-J
(\)
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for the IG'T'R4 clinical beam line and both treatment fields require a [RS| with a
WET! of 51 mm. The beam line is chosen by the equipment prerequisites given by
the phantom geometry. The dose distribution of the planning process is shown in
Figure 6.5l

The positioning of the phantom in the treatment room is verified with the clinical
orthogonal x-ray imaging system. The treatment plan is applied in the same
procedure as it is used for clinical patient treatment with a short time between both
of the fields. Once the second treatment field is delivered, the phantom is brought
to the PET! system. The |[PET|acquisition time is 4 h and the data are reconstructed
with the same settings as for the slice phantom. After the PET| acquisition, the |CT
image is acquired to keep the time between the [PET! imaging and the irradiation
as short as possible. The calibrated ??Na source is not used for this experiment
as it would be favorable for a clinical setting to perform the imaging without an
additional radiation source.

6.3 Results of the implant activation

6.3.1 Uncertainty estimation

The uncertainties of the measurements need to be estimated to decide on the
significance of the results. According to the calibration certificate (Eckert und
Ziegler Nuclitec GmbH, Braunschweig, Germany), the activity of the source has
been measured as (38.4 4+ 1.2) kBq (k = 2) on the 15 November 2009. With the
half-life of ?2Na of 2.6018 a [37], an activity of (1.69 4+ 0.06) kBq (k = 2) is expected

for the measurements.

The first step is to estimate the accuracy of the [PET| scanner. The measured
activities are compared with the calibration certificate. For the last three intervals
of 30 min per measurement the activity of the source is calculated. In summary, 15
different estimations of the activity can be determined from the measurements. All
results are collected in Table |6.1 with their relative deviation from the expected
value. The deviations range between —4.8% and 5.3% for the single measurements.
In a prior study, a deviation of 5% has been obtained for a 2h measurement [70].
The 5% are within the clinical acceptable deviations for PET! scanners [33]. As
PET! scanners are not used to estimate absolute activities and only compare the
uptake in different tissues the absolute calibration is not relevant. Interestingly,
the deviations trend to an overestimation of the activity. The mean activity of all
15 measurements is 1.72kBq which is 1.8% from the calibrated activity apart and
within the 95% confidence interval of the activity from the calibration certificate.
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Measured activities A;, Ay, and A4 for the last three 30 min intervals
in each [PET| measurement of the slice phantom with their relative deviation from
the calibration certificate of the ?2Na source.

meas. A; kBq] dev. [%] A, [kBq] dev. [%] Aj; [kBq] dev. [%]

1 1.76 4.1 1.77 4.7 1.72 1.8
2 1.69 0.0 1.63 —3.6 1.61 —4.8
3 1.77 4.7 1.78 5.3 1.76 4.1
4 1.70 0.6 1.75 3.6 1.71 1.2
5) 1.72 1.8 1.68 —0.6 1.69 0.0

During a measurement at the [DLBl, a lower activity as in the calibration certificate
has been observed [51]. This is in agreement with the calibration of the [PET| which
is used in a previous study [70]. For the further analysis, the measured activities of
the implants are corrected by deviation from the calibrated activity.

A second step is the estimation of the statistical uncertainties. In the literature,
the true coincidence rate of the two annihilation photons per activity of the PET
scanner has been estimated to 15.6 x 10%/(s MBq) [98] which corresponds to an
efficiency of 1.5%. With this, the potential statistical uncertainties of measurements
can be estimated. From the activity A, the number of decays contributing to the
activity reconstruction and subsequently the number of true coincidences T, the
so-called trues, can be calculated with the measurement time ¢

T =0.015 x A x t. (6.1)

Subsequently, the statistical uncertainty is estimated as 1/v7. The estimation in
the literature has been done with a line source 10 cm lateral of the central axis.
The targets used in the experiments are 1.5 cm away from the central axis. The
calibrated 2?Na source is a point source and placed nearby the central axis. The
phantom is placed in the center of the field of view in axial direction. As the point
source is placed in an absorber and placed on the central axis, the efficiency might
deviate from the value from the literature.

In order to cross check the efficiency of 1.5% from the literature, the activity of
the point source is used to estimate efficiency of the [PET scanner. From the
activity of the source and the emission probability of a positron during the decay of
22Na, 6.84 x 10% true coincidences are expected according to Equation (6.1) which
corresponds to a statistical uncertainty of 1.2%. As each of the five measurements is
divided in intervals of 5 min, the activity can be estimated with the 48 single frames.
The activity over time in the single frames is shown in Figure [6.6l The mean and
standard error of mean is calculated as (1.757 4 0.011) kBq. This is an uncertainty
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of 0.6% and deviates by a factor of 2 from the expected uncertainty estimated with
the efficiency. The number of true coincidences in the last eight frames is about
12 x 10% and below. The resulting statistical uncertainty with the number of true
coincidences is about 1% and in the same order of magnitude as the expected one
with the efficiency from the literature. The activity in the last frames stems mainly
from the 22Na as the decay of the phantom activation is mainly within the first two
hours after the irradiation. The relative standard error of mean is comparable for
the other four measurements with the 48 frames of 5 min of the 22Na source which
underlines the reproducibility of the measurements.

A potential origin of the deviation between the expected activities and the measured
activities is the phantom material. In the clinically used |CT! calibration of the
TPS, IPMMA! is not correctly represented by the calculation of the stopping power
for protons from the [CT values [96]. The same impact might cause an error in
the reconstruction algorithm for the image reconstruction from the acquired [PET
data as the scattering and attenuation corrections might be incorrect. Furthermore,
the deviations can be caused by the presence of the phantom itself, the scatter
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correction during the reconstruction of the [PET| images or the geometry of the
source. The efficiency in the literature has been measured with line source in
the [PET without a phantom [98]. For a conservative estimation of the statistical
uncertainty, the 1.5% efficiency is used in the analysis. While the number of true
coincidences in the measurement verify this efficiency, the estimated uncertainty
from the measurement is smaller. Taking into account, that the reconstruction
algorithm might bias the uncertainty, the number of true coincidences appear to be
the more reliable estimation of the uncertainty. For the position of the implants, the
efficiency might be lower due to the deviation from the central axis. The implants
are closer to the longitudinal center of the field of view of the [PET]| scanner as the
line source used in the literature. As the activity distribution within the implant
has an impact on the efficiency as well and the absolute activity potentially bias the
result of the reconstruction algorithm further, the efficiency of the [PET| scanner is
used for the estimation of the statistical uncertainty.

6.3.2 Activation of the slice phantom

The different time intervals of the [PETI reconstructions are used for different purposes
during the analysis. While the 48 frames of each 5min are used for the decay
observation, the three frames of the last three intervals of 30 min each are used for
the analysis of the absolute activity. In Figure 6.7, the activity of the four implants
is shown with the planned dose distribution which transferred from the planning |C'T
to the [C'T! from the [PET| measurement with a rigid image registration in the [TPS
RayStation 10B. With the help of the [C'l) a [VOI|is placed around each implant
in the [PET] to evaluate the activity produced in the implants. In the figure, the
activities are visualized as relative activities to peak activity in the [PET! images.
As the ?2Na source with its activity of about 1.69kBq is the highest activity in the
PET! images 3 h after the irradiation, the implants appear with the low activity at
1% level.

In a first step of the evaluation, the decay of the activity over the 4 h of measurement
is investigated. An exemplary analysis is shown in Figure 6.8. For completeness,
the further results of the analysis are shown in Chapter |A.3.4. For the Implants 1
to 3, two exponential models are fitted to the data as it has been observed for the
gamma-ray spectrometry of the activated titanium sample, one for the short-lived
component and one for the long-lived component. Especially in the last hour of the
measurement, the activity deviates from the prediction for the short-lived component
with half-lifes about 20 min. This half-life is comparable to the one from ''C of
20.36 min [37]. As the decay in the last hour of the measurement is low and the
activity is associated with increasing statistical fluctuations, the uncertainties of the
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% of activity

Implant 1 Implant 2

Implant 3 Implant 4

PET! activity (color wash) of the first 30 min of the fourth hour
matched with planned dose distribution (dashed lines) transferred from the planning
CT| on the ICT| for the [PET! reconstruction by a rigid image registration. The
activities are comparably low due to the high activity from the 22Na source in the
PET/image. The implants are sorted from the top left (Implant 1) to the bottom
right (Implant 4).

half-life from the fitted model are relatively large. A complete overview of the fit
results is summarized in Table 6.2l

Interestingly, the third implant, which is localized in the target volume is associated
with the largest uncertainty in the fit. The analysis of the decay rates over time,
Figure |6.8| and the figures in Chapter |A.3.4, reveal, that the fluctuations of the data
points for these implants are relatively large. For the long-lived component, half-lifes
between 59 min and 182 min are fitted to the data. It is not possible to assign an
individual radionuclide to the fitted half-lifes. However, from the prior studies,
different radionuclides are expected to contribute to the activity [70]. Namely, these
are 43Sc with a half-life of 3.891h, #*8Sc with a half-life of 3.97h, **™Sc with a
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Half-life analysis of the four implants in the first measurement (initial
plan). A model of two (Implant 1 to 3) and a model of one (Implant 4) exponential
decays is fitted to the data. The line represents the short-lived fit and the dashed
line the long-lived component for each implant.

half-life of 58.61 h, 45Ti with a half-life of 184.8 min, and *®V of 15.9735d [37]. The
short-lived radionuclide 47V is competing with the decay of the phantom activation,
as the half-life of 32.6 min [37] is too close to one from 'C. In result, the decay of
4TV cannot be separated from the short-lived component induced by the phantom
activation.

Furthermore, the first data points indicate a very short-lived component visible in
the decay curves, as the points are above the fitted short-lived component. The
time between irradiation and measurement is about 3 min for all five measurements.
The short-lived radionuclides like *O with a half-life of 122.24s [37] is a candidate
which can be produced from the target nuclei in the PMMA| phantom. However,
it cannot be verified with the half-life. In clinical practice a time window of 3 min
between irradiation and [IPET] acquisition is not possible at WPE| with a patient due
to the distance between the [PET! and the treatment rooms. As the time stamps
can be taken from the accelerator logs for the irradiation or the dose management
system for the clinical workflow, a high accuracy of the time stamps of measurement
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Half-lifes fitted to the decay rates obtained in the single time frames of
the [PET] frames. For Implant 4, only one exponential model is fitted to the data,
only one half-life is given in the table.

Tshort ng

Treatment plan Implant 775" [min] Tll(;Q [min]

1 20.2+ 0.5 83+ 25

initial 2 21.7+ 04 89+ 24

plan 3 21.6+ 04 86+ 31
4 252+ 2.8

1 219+ 0.3 70+ 30

+2mm 2 20.6 + 0.3 92+ 36

range 3 21.8+ 0.3 84+ 31
4 228+ 24

1 21.8+ 04 1394+ 51

+3% 2 220+ 0.3 3+ 14

dose 3 2224+ 0.3 76 + 52
4 28.7+ 2.9

1 214+ 04 140 4+ 107

—2mm 2 2194 0.3 1254+ 75

range 3 2194+ 04 182+ 206
4 29.14+ 3.0

1 21.1+ 04 1144 57

—3% 2 2254 04 110+ 35

dose 3 2194+ 04 59+ 21
4 2414+ 2.1

and irradiation is possible to calculate the decay curves for phantom measurements
or patient treatment verification.

For Implant 4, only one single decay model can be fitted to the data which is
associated with the short-lived component visible in the other implants as well.
Interestingly, even for the plan with a[PTVIshift +2 mm in beam direction, Implant 4
appears not with high activity in the late measurement intervals. This is caused by
the low number of protons reaching the target or the residual energies of the protons
are below the threshold for the nuclear interaction of about 5 MeV for the expected
radionuclides. In summary, only for the Implants 1 to 3 a long-lived component
of the activity can be found in the last hour which might be useful for the field
verification as it is not competing with the phantom activation.
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Simulated proton energy spectra in the four implants for the three
different treatment plans, the initial plan (line), the one manipulated by +2mm
range (doted), and the one by —2mm (dashed).

In the simulation study, the proton energy spectrum is obtained in the four implants.
The four energy spectra per simulation are shown in Figure 6.9. For the three
implants in the build-up and upstream region of the target volume, the energy
spectra are very similar. The peak energy varies by about 5 MeV and the low energy
tail of the spectra are expected because of the several interactions of the protons.
For the implant in the distal fall off, Implant 4, the proton energy spectra differ
between the different treatment plans. The different ranges of the three treatment
plans result in the different proton energy spectra. For the treatment plan optimized
on the target shifted by +2mm in beam direction, the Implant 4 is reached by the
treatment field, see Figure |6.3| right dose distribution. As a result, the more protons
can reach the implant.

The shapes of the spectra are caused by the setup of the proton field. The sharp
peak is caused by the distal layer of the proton field which has the highest weight.
The double peak structure stems from two layers with similar weights. The proximal
layers with a smaller weight in the treatment field contribute to the low energy tail
and the decreasing tail to the low energies is associated with the smaller weight
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with decreasing initial energy. The SOBPHike dose distribution delivered with the
overlay of the different energies is discussed in Chapter 2.2.2l The last implant
is reached only by low energy protons and the decreasing number of protons is
caused by the multiple interaction upstream to the implant. The shape of the
obtained energy spectra differs from the ones for the upstream implants which can
be interpreted as the superposition of the different degraded energy layers. Energy
spectra close to end of range of proton beams at the FBTR! beam line have been
investigated in the literature [99]. Due to the multiple scattering reactions and the
statistical fluctuations of the energy transfer per reaction, the shape of the energy
spectrum differs from the initial distribution to a wider non-symmetric distribution.
In the literature, lower proton energies have been discussed further which are below
the energy threshold for the nuclear interaction which are from interest for this
study [99].

To calculate the activities from the energy spectra, the activation cross sections
from the references collected in the [EXFORI database are taken [56]. The six
radionuclides *3Sc, 448Sc, 44™mSc, 47V, 48V and #°Ti can be produced from titanium
and subsequently decay by the emission of a positron. However, the emission
probability for the emission of a positron is less than one for the radionuclides [37].
The different half-lifes of the radionuclides result in radionuclides contributing to
a fast decay like 4"V and long half-lifes of about 4h of *3Sc and ##8Sc and *°Ti
with its half-life of 184.8 min result to slow decay component as described in the
introduction of this study. The long half-life of ®V of 16 d results in a low activity.
For each reaction, the cross section data are interpolated in steps of 1 MeV which is
the energy resolution of the simulated proton spectra. For the different reactions,
a different number of literature studies are available in the database. While some
energy intervals have been measured with small steps, for some energy regions, no
data is available in the database. The most relevant example is the production of
45Ti. The data ends at about 30 MeV, see Figure |A.6. For the radionuclide *48Sc,
the different data compete with each other. For the interpolation, the data obtained
at the WPE| and IDLB| are assumed to be the most reliable because the estimation
of the experimental study is known in detail [13} |92} |93]. All interpolated excitation
functions are summarized in Chapter |A.3.1. For all six reactions, the displayed
interpolation is considered to be the best available approximation with the available
data and avoid an oscillation of the interpolated excitation function. This oscillation
may occur due to the two distinct trends of cross sections measured in the different
studies collected in the database.

The initial activity of the samples is decay corrected with the inverse concept of
the decay correction for the [DLB| measurements described in Chapter 3.3l For the
three 30 min intervals of the [PET! measurement, the expected activity is calculated.
The decay during the short time gap between the irradiation and the start of the
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measurement is corrected according to the concept. For the decay of **™Sc, the
nuclide decays to the ground state **8Sc without the emission of the positron at
first and a positron might be emitted during the decay of 448Sc, which has to be
considered. In Figure 6.10, the predicted activities are shown with the measured
activities in the [PET! images. The activities in the last three intervals of 30 min of
the [PET| measurement are taken. For the Implants 1 and 2, the predict activity is
lower than the measured one. This might be caused by the underlying phantom
activation which is competing with the implant activation and visible in the half-life
analysis. Only the last two intervals in the fourth hour after the irradiation might
be useful for the analysis.

Furthermore, the activities of the implants are corrected by the deviation of the
activity for 2>Na source from the calibration certificate as presented in Chapter|(6.3.1.
Compared with the prediction, the Implants 1 and 2 come with highest agreement
between measurement and prediction. For the plan —2 mm range, the estimation
of the activity of the implant might be systematically biased by the underlying
phantom activation. This is shown in the half-life analysis, which is shown in
Figure |A.10. The half-life fitted to the long-lived component is associated with large
uncertainties as listed in Table [6.2.

For Implant 4, the activities are all about 1 Bq and smaller. Even for the plan
with an increased range by 2mm, the activities are not larger, even though the
predicted activities range up to 10 Bq. In the images, the implants do not appear
with high activities. The proton energies range up to about 20 MeV. Furthermore,
the cross sections for the four radionuclides are relatively low except for 8V which
has a half-life of 15.9735d and results in a low activity, but this is included in the
calculation of the predicted activity. However, even with the estimation of the
statistical uncertainties from the expected number of true coincidences according
to Equation (6.1)) the agreement of the prediction and measurement is limited to a
small number of data points. For completeness, the results of the measurements are
summarized in Table [A.3l
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Figure 6.10: From the simulation predicted activities (without error bars) and
measured activities (with error bars) for the five measurements of the slice
phantom after the activation with the different treatment plans. The three different
time intervals correspond to the 30 min reconstructions: ¢; is 150 min to 180 min,
ty is 180 min to 210 min, and ¢4 is 210 min to 240 min. The relative deviation from
the prediction is shown below.
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6.3.3 Clinical representative with an anthropomorphic phantom

The first activity distribution obtained during the first half of the fourth hour of
the [PET| measurement is shown in Figure 6.11. Furthermore, the planned dose
distribution is transferred on the [C'T| from the [PET| measurement with an image
registration implemented in RayStation 10B. The Implants B to E appear hyper

% of activity
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ggl % of dose
08 | B {1
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20 70
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¥

PET] activity (color wash) of the first 30 min of the fourth hour
matched with planned dose distribution (dashed lines) transferred from the planning
C'T| on the IC'T] for the [IPET! reconstruction by a rigid image registration. The red
circle is the virtual [PTV]| which is used for the treatment plan. The implants are
shown in yellow with their letters.

dense in the [PET! scan. The Implant A which is in the low dose fall-off is not
activated on a visible level during the proton irradiation. Furthermore, only the
cranial part of Implant E is in the treatment field. With the position of the Implant E
compared to the dose distribution the lateral alignment can be verified.

Based on the [CT!image, a [VOI|is placed around each implant. As the diameter of
the implant rods is 3mm but the in-plane voxel size of the [PET]is approximately
3.3mm the lateral dimensions of each [VOI| is larger than the implant itself and
overlap with the tissue representing phantom material. However, the range of the
positrons prior to the annihilation and emission of the two photons of about 3 mm,
described in Chapter [2.3.1, might be covered by the increased [VOI compared to the
exact geometrical dimensions of the titanium implants.

By help of the [VOI, in a first step the half-life of the activity is analyzed for all
implants. For the Implants A to E, the result of the half-life analysis is shown in
Figure|6.12 The activity in Implant F is smaller by several orders of magnitude and
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Half-life analysis of the five implants in the anthropomorphic phan-
tom. A model of two (Implant B to E) and a model of one (Implant A) exponential
decays is fitted to the data (lines). The analysis of Implant F is not shown due to
the very low count rate (far away from treatment field).

the fit of an exponential decay model is dominated by the statistical uncertainties.
For the Implants B to E, the sum of two exponential models is fitted to the data, for
Implant A only one model is used. The results of for all six implants are summarized
in Table 6.3l The smaller half-life is about 20 min for the Implants B to E and less
than 30 min for the Implants A and F. This decay is associated with the decay of
the activity which can be produced from the phantom as well. As the phantom
consists of material with a large carbon content, the production of 'C with a
half-life of 20.36 min [37] is expected. As a result, these data cannot be used for
the estimation of the activity of the implants. The second component of the decay
model for the Implants B to E has a half-life between 70 and 90 min. This might
be associated with long-lived radionuclides which can only be produced from the
titanium and other heavier target nuclei. As a result, the activity obtained in the
implants for the end of the measurement is sensitive to the radionuclides produced
in titanium. However, the large uncertainty of the fit results for the long-lived
component indicates the high statistical fluctuation of the measured activities, which
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Half-lifes fitted to the decay rates obtained in the single time frames
of the [PET] frames. For Implant A and F, only one exponential model is fitted to
the data.

Implant Tls%’rt [min] le;gg [min]

29.8 + 1.2
1904+ 07 884 49
193+ 05 90+ 34
1814+ 1.0 824 35
196+ 1.3 73+ 66
26.5+ 5.6

HEHO QW >

is visible in Figure 6.12l

The first two data points are neglected for the fit to increase the stability of the fit
result. These two data points have systematically higher activity than predicted
by the fit. As well as described in Chapter [6.3.2, this is induced by short-lived
radionuclides from the phantom material. The radionuclide '°O with a half-life
of 122.24 s is a potential candidate which can be produced from the plastic of the
phantom.

Measured decay rates A;, Ay, and A for the last three 30 min intervals
in each implant in the [PET! measurement of the anthropomorphic phantom. The
relative uncertainty (unc.) is estimated with the efficiency of the [PET| and the
number of decays during the measurement intervals.

Implant A, [1/s] wunc. [%] A, [1/s] unc. [%] Az [1/s] unc. [%]

A 1.67 15 1.26 17 1.02 19
B 26.4 3.7 19.7 4.3 15.3 4.9
C 44.7 2.9 31.9 3.4 254 3.8
D 279 3.6 21.2 4.2 20.6 4.2
E 9.52 6.2 6.03 7.8 4.98 8.6
F 0.60 25 0.64 24 0.04 96

The second part of the analysis is the estimation of the activity in each of the implants
for the three measurements of 30 min. The measured activities are summarized
in Table 6.4. The statistical uncertainty of the activity is estimated according to
Equation (6.1)) with the efficiency of the PET!system according to the literature. As
the 22Na is not measured together with the phantom, the activities are not corrected
for the absolute efficiency. For Implant A and F especially, the uncertainties are
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DVHs for the six implants in the anthropomorphic phantom. The
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comparably large. For Implant F, no proton induced activity is expected and
Implant A is close to the dose gradient.

To compare the activities from Table 6.4, the DVHE of the six implants are summa-
rized in Figure [6.13l The doses refer to the prescribed median dose of 60 Gy(RBE)
to the [PTVL However, during the irradiation, only one fraction of 2 Gy(RBE) is
delivered as it is commonly used in clinical practice. The dose statistics in fact
reveals, that Implant F is only covered by some scattered particles which deliver a
negligible dose. Furthermore, Implant A is lateral to the dose distribution which
can be derived from Figure 6.5 as well. Hence, the absorbed dose in Implant A is
less than about 10 Gy(RBE). From the dose distribution in the [TPS and [DVHs
can be derived that Implant E ranges in the median dose region at the cranial end
and out of the dose distribution with the caudal part. The uncertainty of up to
8% for the activity might not be useful for an absolute dose verification but the
positioning of the implant may enable the verification of the lateral position. While
Implant C is placed in the high dose region, up to 66 Gy(RBE) is delivered to the
implant, the Implants B and D are in low dose entrance regions of the treatment
fields. This results in smaller uncertainties and higher absolute activities produced
in the implants, as summarized in Table 6.4 as more protons reach the implants.

From the first 5 min interval of the PET| measurement, an additional observation can
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E to investigate the lateral position of the phantom during the irradiation.

be derived. The activity distribution seems to be tilted by a shallow angle towards
the dose distribution in the [TPS. A possible reason might be a small misalignment
of the phantom on the treatment couch during the irradiation. The irradiation
process of the phantom is similar to a patient treatment. The phantom is aligned
by the two orthogonal X-ray images compared with the expected position in the
TPSL The position of the phantom is reviewed subsequently to the measurement to
investigate the potential misalignment. A minor deviation of the real and expected
position is found by the off-line review of the X-ray images. To estimate the impact
of the misalignment on the treatment plan, the corrections are applied in the [TPS
and compared with the initially planned dose distribution. Only minor deviations
on the level of 3% are simulated in the dose distribution in the target volume with
the [TPSL The deviations are supposed to be tolerable.

To investigate the potential for the verification of the lateral position, the dose and
activity distribution along the cranio-caudal direction, the height of the cylinder
geometry, are shown in Figure |6.14. While the dose fall-off predicted in the [TPS
is expected to be on the first 1 cm of the 2.5 cm of the implant. The fall-off of the
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activity is about 1 cm apart for all three measurement intervals of 30 min. The last
interval of the measurement is associated with increasing fluctuations of the activity
which is associated with the increasing uncertainty with the decreasing activity
over time. Interestingly, the first half of the fourth hour of the PET measurement
appears to be associated with smallest lateral deviation of the dose distribution.
From the half-life analysis in Figure |6.12]is known, that the long-lived radionuclides
become dominant in the fourth hour of the measurement. The verification of the
alignment with the activation of Implant E is most probably possible in the fourth
hour.

As the lateral dimensions of the field increase due to scattering next to the implant,
which can be derived from Figure [6.11] the deviation for the first interval might be
caused by the phantom activation. However, the fluctuations make it difficult to
determine an exact position of the implant. Furthermore, in the region, where the
dose has reached the 1% level, an activity is still observed. As Implant F has an
activity which is not zero in the activity analysis, this activity might be caused by
background events from the phantom activation or the system-specific background
of the [PET system.

6.4 Discussion of the results and clinical application

In contrast to other studies in the literature, the presented measurements and
simulations investigate the direct use of implants and markers for field verification in
proton therapy which are used during surgical resection prior to the radiotherapeutic
treatment. The limitation of the tissue activation for the off-line field verification
by PET imaging has been found in biological wash-out [8]. In order to overcome
this limitation, implanted markers which would be used exclusively for the field
verification have been suggested to be used for the field verification |10, 11]. To avoid
an additional surgical intervention for the patient, the decision for a proton therapy
treatment for the single patient would be needed prior to the tumor resection during
a surgical intervention. In contrast, this study investigates the use of implants
which would be used during surgical resections. While the potential influence of the
implants on the quality of PET|imaging of the tissue activation has been investigated
in the past [100], the direct use of the implants is investigated further. The two
objectives of the study are the verification of the range of the proton beams on the
one hand and the verification of the absolute dose on the other hand.

From the estimation of the uncertainties with the 2?Na source, the limitation of
a [PET| scanner for absolute activity estimation can be derived. While in nuclear
medicine diagnostic, an uncertainty of 5% on the absolute activity is satisfying [33],
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for absolute dose verification in radiotherapy, the identification of dose deviation
of 3% would be favorable [6]. The deviations of the reconstructed activity of the
calibrated point source range between about —5% and +5%. This accuracy is not
acceptable, if a deviation of the absolute activity of 3% for the dose needs to be
detected. To overcome this limitation for the slice phantom, the activation is scaled
by the deviation of the point source. For clinical practice, a calibrated point source
would be needed in the clinical scan of the patient and needs to be shielded for
patient safety.

The statistical uncertainty is estimated with the efficiency of the used [PET! scanner
from the literature, which is given as 1.5% [98]. However, a different efficiency is
estimated with the calibrated point source. This might be caused by several reasons.
As the efficiency is estimated with the mean and standard error of mean, the absolute
calibration of the [PET| system reveals a fluctuation of the absolute activity without
an influence of the statistical fluctuation from a Poisson statistic. This deviation
might be caused by the different methods. The method of the literature differs
from the one used in this study. A point source placed in a [PMMA| phantom on
the central axis of the [PET]| scanner is used in this study, while a line source in a
metallic tube is used in the literature. The source is placed 10 cm away from the
central axis [98]. Due to possible scatter in the phantom during this study, a lower
efficiency might be obtained with the calibrated point source.

A lower efficiency induced by the phantom would direct translate to a lower efficiency
for any implant in a patient geometry. While all statistical uncertainties in this
study are estimated according to Equation (6.1) with an efficiency of 1.5%, they
would increase further with a smaller efficiency.

The estimated uncertainties for implants close to the target volume in the anthropo-
morphic phantom are on the 5% level. To detect deviations of 3%, this uncertainty
needs to be reduced by a factor of two. An increased efficiency of a [PET| system by
four would be sufficient to reach this goal. However, the length of the implants is
still not comparable to clinical implants. Smaller implants result in lower activities
and subsequently in larger statistical uncertainties. This again can potentially be
avoided if it is possible to reduce the time gap between irradiation and imaging.

From the activation and simulation study with the slice phantom several conclusions
for the clinical applications can be derived. At first, the implant distal to the
dose distribution is not useful to monitor the correct stopping of the proton beam,
even though the simulation study demonstrates the potential use. This might be
caused by several reasons: One possible explanation is the incorrect cross section
data. In an [IAEAl publication on nuclear reaction cross sections, it is mentioned
an overestimation of cross section data for many literature sources |[101]. However,
these data have been introduced in the [EXFOR/ database for nuclear reaction
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data. Furthermore, only a limited number of reactions have been reviewed in this
publication. The uncertainties of the different literature sources are not taken into
account, as the handling of uncertainties has been changed over time and they
are not comparable between the single studies, as it is known from the carbon
activation [61]. Additionally, the cross section data are sparse for higher energies
and thus the interpolation of the data might lead to additional uncertainties for the
absolute cross sections. Furthermore, for the production of #°Ti, the cross sections
are available in a relatively narrow energy interval compared to the energy range of
therapeutic proton beams. At last, the carbon activation study is demonstrated,
that the cross section data might be systematically biased by other reactions, so-
called monitor reactions. All in all, the presented studies demonstrate the need of
further nuclear physics investigations in cross section measurements. The accurate
knowledge of the cross section is relevant in case the absolute delivered dose should
be verified with [PET|imaging. By using implants at dedicated positions in the dose
distribution, it is not possible to compare produced activity distributions obtained
with [PET/imaging and predicted in MClsimulations. Aiming for the absolute activity
enforces the knowledge of the absolute cross section for all relevant reactions.

Compared to diagnostic applications of [PET| imaging, the activity of lower than
100 Bq is comparably low. This may result in limitations of the dynamic range of
the [PET] system especially for the reconstruction algorithms. Therefore, the spatial
resolution of the reconstruction is chosen as 3.3 mm. For small implants or implants
which partially in the voxel of the image the phantom activation may compete with
the implant activation. This becomes more relevant for small implants like clips.

The limitation of the counting statistics for off-line [PET! has been discussed in the
literature in the past [8]. In this aspect, the in-room implementation is superior to
any off-line implementation. However, the main contra-point for in-room solutions
is described in Chapter |1, The problem of the counting statistics for implants has
been described in the literature as well [10]. Interestingly, in a follow-up study,
an increasing visibility of the implant in the [IPET|image by decreasing fractional
dose has been observed [11]. This is a paradox as the dose and the number of
protons should be linear and do not change the energy spectra of the protons at
the different positions in a phantom or patient. At last, to overcome the financial
costs for multi-room centers, mobile setups like prompt-gamma methods might be
superior [7].

Another limitation comes with the energy of the produced positrons during the
decay and their direct influence on the spatial resolution of the [PET|image. While
the clinically used radionuclide 8F has a mean positron energy of 249.8 keV [37],
the positron energies for the scandium and titanium radionuclides are higher up to
632.0 keV mean energy for **¢Sc [37]. However, for the long-lived 48V, the energy
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is comparable to ¥F with an energy of 290keV [37]. With the discussed half-life
of 48V a build-up of the activity might limit the application after several fractions.
The advantage of metallic implants would be the shorter range of the positrons in
the metallic implants but a loss on the surface of the implant is expected. However,
the range of the positrons of the radionuclide O with a mean energy of 735 keV
is expected to be 3.0 mm mean range in human tissue which is comparable to the
size of one voxel in the [PET! image used in this study [31]. This radionuclide is
not relevant for field verification in proton therapy due to its half-life of about
2min [37].

From activation study with the anthropomorphic phantom, further clinically relevant
conclusions can be derived. While the lateral dimensions of the implants are at
the same size of a voxel in the [PET) the length of the implant with 2.5 cm is large
compared to clips which are used during surgical resections. From the fluctuations
of the activity in the single slices of the IPET| images which are used to determine
the lateral activity fall-off in Chapter 6.3.3 can be derived, that the activity of small
implants are dominated by the statistical uncertainty.

Additionally, the activation of the complete phantom which is visible in the first
minutes of the PET! acquisition demonstrated the limited alignment of the phantom
on the treatment couch during the irradiation. Subsequently to the analysis of the
data, the alignment of the phantom is reevaluated by a therapist, to identify the
shift of the phantom during the irradiation. However, to identify this small shift, the
implant activation is not helpful as the shift is only on the 1 mm scale. Furthermore,
this displacement cannot explain the deviation of about 1cm between the dose
distribution and the activity distribution in the Implant E. In result, for the lateral
alignment, implants like Implant A are superior to detect the displacement as they
would be in the high dose region in case of a misalignment of the patient, but the
displacement needs to be several cm to be detected.

In general, implants in positions such as Implants B to D have the potential to be
useful for a field verification. The implants come with relatively small statistical
uncertainties and the absolute activities become more reliable with a parallel scan
of a calibrated source. Furthermore, the distance close to the target volume of
Implant B and C represent potential position of clips while the Implant D in the
skull bone might be a screw used for fixations after surgical interventions.

With the range of positrons in tissue which is about 3 mm which is smaller in dense
material like metals a potential application might be implants with dimensions
larger than 3mm. Potentially, screws used in surgery to fix bones might be used
for this application. This would come with different advantages: At first, the loss
of positrons outside the implant would be reduced. Furthermore, in the center
of the implant, a competing decay with the tissue activation would be avoided
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as the positrons from the tissue activation would not reach the implant center.
Additionally, avoiding the competing decay would allow to use [PET| acquisition
times closer to the treatment which will increase the number of true coincidences
and subsequently reduces the statistical uncertainty. Furthermore, the production
of 47V becomes more relevant for the activity. From the excitation functions from
the literature, summarized in Chapter |A.3.1, a smaller energy threshold compared
to other reactions enables the use of implants closer to the end of proton beam
range and the reduced residual range would increase the sensitivity for potential
deviations by this method. However, the spatial resolution up to 6 mm full-width
half-maximum would limit this application further [98]. Additionally, the necessity
of large implants reduces the number of patients which potentially benefit from this
method compared to smaller implants like small clips.

The biological wash-out would have an advantage using the implant activation for
the field verification. As the activity distribution is spread over a larger volume with
the increasing time, the so-called biological half-life would decrease the time gap
after which the implant activation would dominate compared to the tissue activation.
As only plastic phantoms without any further transport processes are used in the
presented study, these transport processes are not modeled within the phantoms.
Decreasing the time between irradiation and [PET! acquisition would increase the
activity and reduce the statistical uncertainties.

Together with the biological wash-out in the tissue activation, this would may result
in the opportunity to decrease the time between irradiation and [PET! acquisition
which is sensitive to the decay in the implant. As the current clinical applications
are limited, further developments and improvements of [PET! imaging might increase
the potential application. At first, the efficiency of [PET! scanners is increased over
time [98]. An increasing efficiency would reduce the statistical uncertainty and would
enable the use of smaller implants with less overall activity. The increasing time
resolution of [ToFHPET! will increase the spatial resolution of the PET! further [2§].
An increased spatial resolution would reduce the competing effects between tissue
and implant activation.

As already mentioned, the shorter time gap would reduce the statistical uncertainty
of the method, an increasing spatial resolution would again be helpful for this
method. A spatial resolution on the dimensions of the implants, for example
3mm would allow for decreasing [VOIs around the implants and subsequently, the
competing effect between tissue and implant activation. In Chapter 2.3.1, the goal
of so-called reconstruction-free [ToFHPET! is mentioned [30]. A spatial resolution
on this level would be sufficient for the application. Dealing with higher activities
would furthermore allow for smaller voxel sizes in the reconstructed [PET! images
which simplifies the contouring of the [VOI for the implants.
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While the study on using implants for proton therapy field verification from the
literature [10, |11] focused on rare materials in medical application and thus the
radionuclides produced are not commonly used in [PET! imaging, this study focuses
on medical used implants. However, the materials are chosen by their large cross
section close to the end of the proton beam range and low reaction threshold. In the
literature, high doses have been applied to the phantoms and implants in the study.
Furthermore, a decreasing dose resulted in a better visibility of the implant in the
phantom activation which is kind of a paradox, as the dose should be linear with the
number of protons and consequently with the number of produced radionuclides 11}
35]. The studies from the literature furthermore, indicate a different patient group
which can potentially benefit from the proposed methods, like patients who undergo
so-called stereotactic irradiations with fractional doses of about 10 Gy |10]. The
higher dose results in a lower statistical uncertainty. The sparing of the healthy
tissue would be more crucial for these patients.

In addition, a further limitation is mentioned in the literature study, which does not
apply to the implants used in the presented study. Some of the marker materials
from the literature appear to be not bio-compatible [10]. The implant material used
in the presented study is already used in surgical applications and this limitation
would not apply here. Furthermore, foils as markers have been used in the literature
study, while rods are used in the presented study. In comparison, the volume of foils
appears to be closer to the one of markers or clips, while the geometric properties
of the implants are more similar to parts of the rods.

All in all, the clinical applications of titanium implants for field verification in proton
therapy remain limited. While in the first pre-studies a strong dependence between
the activity and dose distribution has been observed with a small animal PET! [12,
13/ 93], the more clinical setups demonstrate the limitations. In the first studies, the
implants have been extracted from the phantom and the activation of the titanium
has been investigated in the first hour after treatment. The activity in the first hour
after the irradiation is associated with the decay of 7V with a half-life of 32.6 min.
For the phantom studies, this decay is competing with the decay of the short-lived
tissue activation with a half-life of 20.36 min of '*C [37]. This is shown by the
half-life analysis of each measurement which demonstrates, that only a long-lived
component can be used to determine of implant activation. However, the half-life
analysis is difficult due to the increasing statistical uncertainties and fluctuation of
the single measurement point. The fourth hour after treatment is sensitive for the
implant activation only. The two necessary improvements demonstrate the potential
application in the future. The combined improvements in terms of spatial resolution
and efficiency would allow for the short time gaps between irradiation and imaging.
From the half-life analysis, an increase of the activity by a factor of 100 can be
derived. As a result smaller implants compared to the current study can be used.



Nuclear reactions and the activation of matter in the beam path can be used for
post-fractional treatment verification of the range of the proton beam and absolute
delivered dose |3, |4} [8]. The favorable dose distribution of protons leads to the
requirement of high-accuracy treatment to ensure the dose delivery to the target
volume and sparing of the (OARs to achieve reliable clinical out-come. In order
to improve these techniques, three different aspects of nuclear physics in proton
therapy have been investigated in the presented studies.

The latest studies of the |RBE] of proton irradiation reveals an increasing biological
effect close to the end of the range, as discribed in Chapter 2.1.2 [22]. Furthermore,
an accurate knowledge of the proton range in the patient enables a reduced safety
margin surrounding the tumor volume and consequently the irradiated volume can
be reduced further. At the WPEl] many pediatric patients are treated with brain
cancers. Especially for these patients, a reduction of the irradiated brain volume
would be favorable.

The presented studies combine basic nuclear physics measurements of a single cross
section, a first test for the potential application of radionuclides produced from iodine
for field verification in proton therapy, and a clinical validation for the application
of implants for field verification in proton therapy. All three aspects represent the
different steps which are necessary to implement the nuclear reactions for field
verification in proton therapy.

In the first part of this work, in Chapter 4, the production of ''C from natural
carbon is investigated in detail. A new reference cross section is derived from several
measurements with different targets and setups. A cross section of (68 & 3) mb
at a beam energy of (97 +3)MeV is proposed as the new consensus reference
cross section from the data. Additionally, thick targets increase the systematic
uncertainties of the cross sections and thin target foils are favorable for cross section
measurements.

A 3% difference remains for the measurements with the in-beam between the
experiments at the WPEl and the one performed during the prior study [59]. This
difference is caused by the two methods of obtaining the number of incident protons
with a [FC| on the one and an IC| on the other hand. A detailed search in the
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literature reveals, that this systematic difference is known from several studies at
different proton therapy centers and is still under investigations [72, [74]. These
studies aim to reduce the experimental uncertainties and coming to a consensus
value for the number of protons and the absorbed dose as well.

The second topic is the review of the cross section data in the databases. Many
cross sections have been measured relative to the production of **C on the one hand.
On the other hand, the issue of the accurate knowledge of the absolute cross section
which has been upraised at the beginning of the presented study, may come up for
other excitation functions as well for relative measurements of other cross sections.
In general, prior to the use of the cross section data, a review of the data seems
to be necessary regarding their spread and the associated experimental method.
First measurements aiming to measure the complete excitation function for the
production of 'C from natural carbon are ongoing [85].

The second part of this work, Chapter [5, investigates the radio-activation of iodine
represented with a Csl target. Iodine is a commonly used contrast agent in diag-
nostic |C'T] imaging. Many radionuclides and of these several positron emitters are
produced from iodine during proton bombardment. This demonstrates the potential
application of iodine as a contrast agent which is activated during proton treatment.
The several radionuclides and positron emitters are identified in the gamma-ray
spectrum of the activated sample. However, the identification is limited to positron
emitters with an additional gamma-ray signature in spectrum. The calculation of
cross sections is not possible, as the production from caesium and iodine are not
separable in the analysis and the large number of radionuclides and options for the
reactions would lead to additional uncertainties. For targets with less radionuclides
produced from the target nuclei, this method is more successful.

Many different topics need to be investigated regarding the activation of iodine. As
already mentioned in Chapter [5.3] the cross sections in the database scatter by up
to one order of magnitude. An accurate knowledge would be necessary for clinical
applications. Additionally, medical questions are figured out in Chapter 5.3 as well.
The targeting of the iodine contrast agent is one of the questions to be answered as
well as biological half-life regarding the wash-out and potential uptake of radioactive
iodine in the thyroid.

At last, a phantom study on the potential use of titanium implants for treatment
verification with [PET!imaging is discussed in Chapter|6. The experimental phantom
study is extended by a IMC simulation to predict the measured activities. The
analysis of the performance of the [PET! scanner reveals limitations regarding the
reproducibility to reach the 3% detection limit for the absolute dose verification. By
correction of the measured activities with a calibrated point source, it is possible
to predict the activities with the [MC| simulation for some of the scenarios. The



deviations between prediction and measurement might be caused by the sparse cross
section data. Furthermore, the more clinical example with an anthropomorphic
phantom demonstrates the limitation for clinical applications of activated implants.
The most relevant point is the statistical uncertainty which is associated to the low
activities of several 10 Bq. Some limited cases for application can be derived from
the results anyway. Implants which are located lateral to the treatment fields might
be used to monitor alignment of the patient. Some dedicated implant positions seem
to have the potential to be used in clinical applications. However, only a limited
number of patients would benefit from these applications.

Prior to the transfer of the activation of titanium implants to the clinical application
for field verification, some further investigation might be necessary. At first, the
possibility of the activity prediction for a patient geometry needs to be investigated
further. The presented results demonstrate deviations between the predicted and
measured activities. Once this has been validated, the expected activity needs to
be reviewed regarding the expected statistical uncertainty of the activities and the
potential clinical significance of the [PET|imaging. The simulation of patient-like
geometries or simulations with real patient data would be the next steps towards the
clinical application. A further simulation study may investigate advantages of the
biological wash-out on the hyper dense signal from the implants in the [PET|image
compared to the signal from the tissue. The current investigations on PET imaging
may solve the remaining limitations, as the reconstruction-free [ToFHPET] as well as
an increased efficiency of a factor of four already meet the estimated requirements.
All in all, patients with small safety margins for the target volume may benefit from
this method if useful implants can be found in the patient.

Furthermore, a detailed look on the cross section data and the interpolated excitation
functions reveals, that a detailed investigation on the cross section data for the
production of positron emitters is necessary. In contrast to an exact estimation of
single cross sections, the estimation of a cumulative excitation function and their
time dependence might be a different approach towards a more detailed data set.
The sparse data for 4°Ti demonstrates the necessity anyway.

In addition to the limitations discussed in Chapter [6.4, further applications of [PET
imaging in proton therapy might provide an additional help to decrease uncertainties
of treatment planning. Most recent publications demonstrate the use of the 511 keV
photon [CT| image to estimate the proton stopping power [96]. The complexity
of proton therapy might enforce the introduction of several approaches for the
improvement of the treatment outcome for only a small number of patients for each
technique. In conclusion, not all patients would benefit from one single technique, but
all the different techniques and improvements would be beneficial for the patients.
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All in all, the three single parts demonstrate the limitations which come with the
currently available data and techniques for proton therapy field verification by PET
imaging. The basic nuclear physics data, especially the cross section data, are
sparse and scatter by up to 15%. Furthermore, the current techniques of [PET
imaging needs to be improved further for a wide application in clinical settings.
As the latest developments in [PET| imaging aim to increase the efficiency and
spatial resolution [28], next generation of [PET| scanner may feature the required
improvements.



This chapter provides an overview on the original measurement data, to re-calculate
most of the calculation presented in the analysis chapters.

A.1 Data for the graphite activation

In Table |A.1] only the relevant physical data of the samples are listed. As a result
for the samples A to D, no thickness z is listed in the table. In conclusion, for
the samples E to L, no mass is given in the table, as it is not necessary for the
cross section calculation. For the samples E, F and L, the particle density »/v is
4.717 x 10%2 /ecm®. For the samples G, H, I and K /v = 9.080 x 10?2 /cm? is used
in the calculations. The thickness of the tilted target is 5mm but because of the
45° tilt, the target thickness in beam directions is increased compared to size of the
cuboid.

Measured activities A, ., Wwith its statistical uncertainty from the
number of counts together with the ¢, the 17 and the number of measurement
intervals np,, for the calculation of the initial activities A, in Table|d.5l (1) indicates
that the result is taken from the prior study. (2) is the irradiation performed
during the joint experiment with both experimental studies.

ID Ameas [Bq] TLife [S] Nnt Tl [S] m [g] z [mm]
A(1) 396.114+0.97 2569.9 30 3528.2 0.59

B 287.00 £ 0.86 4317.9 30 35352 1.16

C 164.11 4+ 0.59 7146.3 30 35434 3.45

D 178.95 £ 0.63 7917.8 30 35424  5.69

E 43.88 +£0.32 3537.35 30 3543.3 1.05

F 83.18 £ 0.44 2402.65 30 3542.7 1.05

G 155.23 £0.58 2376.9 30 3543.2 1.0

H 155.82 £ 0.59 4270.95 30 3543.1 3.0

I 153.56 + 0.58 5227.35 30 3543.3 5.0
K(2) 154.174+0.60 6144 30 3542.0 7.1

L 175.33 £ 0.70 6069.1 30 35428 15.2
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A.2 Data for the Csl activation

Measured activities A, ., With its statistical uncertainty from the
number of counts together with the t;, the 77, and the number of measurement
intervals ny,, for the calculation of the initial activities A, in Table 5.2,

radionuclide Apeas [Bd] Tiire [s] Mt T, [s]
128 By, 0.0305 <+ 0.005 4423454 1491  70469.8
1313, 0.0064 4 0.0004 1700020.6 473 508318.7
125Cg 0.45  +0.05 44632.6 378 3846.2
1270 1.28  +£0.01 44632.6 378 3846.2
129(Cg 0.177 £0.011 4423454 1491  70469.8

1197 1.83  +£0.14 3542.3 30 3333.85
1217 2.062 4 0.022 44632.6 378 3846.2
1231 3.315  40.027 44632.6 378 3846.2
1247 0.0181 40.0007 1700020.6 473 508318.7
1261 0.0283 4+0.0011  1700020.6 473 508318.7
116Gy, 296  £0.2 3542.3 30 3333.85
17 0.597 +0.024 44632.6 378 3846.2
1197¢ 0.0937 4 0.002 4423454 1491  70469.8

121e 0.0335 40.0012 1700020.6 473 508318.7
123m e 0.00237 40.00021 1700020.6 473 508318.7
122Xe 0.086 4-0.009 4423454 1491  70469.8
123Xe 1.03 +0.23 44632.6 378 3846.2
125Xe 0.16 + 0.0021 4423454 1491  70469.8

A.3 Additional data for the titanium activation

A.3.1 Cross section data for the estimation of the predicted activity

The cross section data visualized in this chapter are taken from the EXFOR
database [56]. Due to the sparse data at high energies for the production of
43Sc and %48Sc, the interpolated excitation functions shown in the figures are not
adapted from any model. For the production of 47V and #°Ti, it is assumed, that
all target isotopes of 47V are equal. Due to the different estimation of uncertainties,
no uncertainties are given in the figures.
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Figure A.1: Excitation function for the production of *3Sc from titanium with
the data from the literature and interpolation used for the analysis 107].
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Figure A.2: Excitation function for the production of 448Sc from titanium with
the data from the literature and interpolation used for the analysis 108].
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Figure A.4: Excitation function for the production of 47V from titanium with
the data from the literature and interpolation used for the analysis 121].
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Figure A.5: Excitation function for the production of ¥V from titanium with
the data from the literature and interpolation used for the analysis
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A.3.2 Technical drawing of the slice phantom
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Technical drawing of the slice phantom with the four inserts for the
titanium implants between the five slices.
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A.3.3 Measured and predicted activities of the slice phantom
measurements

Measured decay rates A, A,, and A4 for the last three 30 min intervals
in each implant in the [PET| measurement of the slice phantom.

Treatment plan Implant A, [1/s] A, [1/s] Ag [1/s]

1 63.8 42.6 39.5

initial 2 60.6 45.2 36.5

plan 3 37.4 26.4 21.1
4 1.13 1.17 0.12

1 65.3 37.9 40.4

+2mm 2 61.0 42.7 32.3

range 3 41.6 33.1 24.1
4 1.46 0.72 0.87

1 59.8 46.7 40.8

+3% 2 76.4 47.2 40.4

dose 3 41.5 34.1 24.8
4 0.65 1.93 1.96

1 55.0 32.9 33.8

—2mm 2 63.1 45.9 38.3

range 3 34.3 21.6 21.8
4 2.59 0.98 0.89

1 67.8 50.3 41.0

—3% 2 61.2 51.3 41.3

dose 3 40.4 28.6 21.0
4 2.19 1.18 0.99




A Measurement data for re-calculation

Predicted decay rates A;, Ay, and A; for the last three 30 min intervals

in each implant in the [PET| measurement of the slice phantom.

Treatment plan Implant Ay [1/s] A, [1/s] Ag [1/s]

1 48.3 43.4 39.3

initial 2 58.6 51.7 46.2

plan 3 66.7 56.9 49.7
4 5.50 4.06 3.18

1 47.9 43.1 39.0

+2mm 2 54.8 48.4 43.3

range 3 65.3 55.8 48.8

4 26.7 20.6 16.7

1 49.9 44.8 40.6

+3% 2 60.5 53.3 47.6

dose 3 68.9 58.8 51.3
4 5.70 4.20 3.29

1 44.4 39.8 36.1

—2mm 2 57.4 50.3 44.8

range 3 60.8 51.8 45.2
4 3.43 2.55 2.00

1 47.0 42.2 38.2

—3% 2 57.0 50.2 44.9

dose 3 64.9 55.3 48.3
4 5.37 3.96 3.09

A.3.4 Half-life analysis of the slice phantom measurements

To follow the description in Chapter |6.3.2 about the half-life analysis, the activities
over time in the four implants are shown in the figures. For the Implants 1 to
3 to different models are fitted for the long- and the short-lived component. For
Implant 4, only the short-lived model can be applied.
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Figure A.8: Half-life analysis of the four implants in the second measurement
(shifted by +2mm range). A model of two (Implant 1 to 3) and a model of one
(Implant 4) exponential decays is fitted to the data.
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Figure A.9: Half-life analysis of the four implants in the third measurement (+3%
delivered dose). A model of two (Implant 1 to 3) and a model of one (Implant 4)
exponential decays is fitted to the data.
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Figure A.10: Half-life analysis of the four implants in the fourth measurement
(shifted by —2mm range). A model of two (Implant 1 to 3) and a model of one
(Implant 4) exponential decays is fitted to the data.
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Figure A.11: Half-life analysis of the four implants in the fifth measurement (—3%
delivered dose). A model of two (Implant 1 to 3) and a model of one (Implant 4)
exponential decays is fitted to the data.
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ToF time of flight

TPS treatment planning system
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WET water equivalent thickness
WPE West German Proton Therapy Centre Essen
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